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Abstract. Using explicit identifications between algebraic and analytic theta
functions, we compare the algebraic constructions of toroidal compactifications

by Faltings–Chai and the author, with the analytic constructions of toroidal

compactifications following Ash–Mumford–Rapport–Tai. As one of the appli-
cations, we obtain the corresponding comparison for Fourier–Jacobi expansions

of holomorphic automorphic forms.

Motivating Question

In [23], the author constructed toroidal and minimal compactifications for moduli
problems parameterizing abelian varieties with PEL structures, each being defined
over some localization (with no ramified primes in the residue characteristics) of
the ring of integers of the so-called reflex field. The construction uses the algebraic
theory of degeneration of abelian varieties developed in [25] and [17]. There is no
(complex) analytic argument involved.

On the other hand, abelian varieties over C with PEL structures can be param-
eterized explicitly by double coset spaces forming finite disjoint unions of quotients
of Hermitian symmetric spaces by arithmetic groups. Any such analytic moduli
space appears as a union of connected components in the analytification of the
complex fibers of some algebraic moduli space.

According to the theory of [4], these double coset spaces admit canonical com-
pactifications by finite disjoint unions of irreducible normal projective varieties.
This is the analytic construction of minimal compactifications. Moreover, accord-
ing to the theories developed in [20] and [2], the singularities of these projective
varieties are resolved by complex algebraic spaces (namely Moishezon spaces) pa-
rameterized by certain combinatorial data. This is the analytic construction of
toroidal compactifications.

Since the algebraic and analytic compactifications enjoy properties perfectly par-
allel to each other, it is tempting to conclude (as in [17, Ch. IV, Prop. 5.15]) that
each of the analytic compactifications appears as a union of connected components
in the analytification of the complex fiber of some algebraic compactification. (In
general we cannot hope that they are identical due to technical restrictions in the
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definition of moduli problems incurred by the so-called failure of Hasse’s principle.
See [21, §8].)

In [16, Ch. VII, 4.4] and [28, 6.13], their explanations involve analytic con-
structions of partial compactifications of degenerating families of abelian varieties
analogous to the algebraic ones. However, due to difficulties in patching over higher-
dimensional cusps (and their intersections), it is not obvious that such an analytic
construction is possible in reasonable generality. Moreover, even admitting this
possibility, it is not obvious that the identification should be a simple one. For
example, why should the analytic q-expansions be identified with the algebraic
q-expansions without introducing some “periods”? A systematic answer to this
question is desirable for practical reasons.

In this article, we propose an alternative explanation by comparing analytic and
algebraic theta functions. Since the theory of degeneration of polarized abelian
varieties (in [25] and [17]) is based on algebraic theta functions, and since the
algebraic construction of toroidal compactifications (in [17] and [23]) is based on
this theory of degeneration, we believe it is more natural (and logically simpler) to
focus on the (canonical) spaces of theta functions than on (non-canonical) partial
compactifications of the degenerating families.

The outline of our approach is as follows. First, we analyze the boundary struc-
ture of the analytic toroidal compactifications in terms of Siegel domains of the
third kind, and write down tautological degeneration data over the formal comple-
tions along the boundary strata. (This means we are using the analytic q’s as the
algebraic q’s right in the beginning.) The detailed steps are lengthy but straight-
forward. Next, by Mumford’s construction, we obtain degenerating families along
such completions. As a byproduct, we obtain comparison isomorphisms between
analytic and algebraic objects over completions along the boundary strata. Fi-
nally, we show that, over the completions along boundary points (on the boundary
strata), the pullbacks of generic fibers of the degenerating families coincide with
the pullbacks of the universal families, using explicit bases given by theta functions.
This allows us to patch the comparison isomorphisms (over completions) together
over the whole compactifications.

Since the question makes sense only if the readers are reasonably familiar with
both [2] and [23], we will make frequent references to them without repeating the
definitions and arguments. (Although the notations might be slightly different,
readers who are familiar with [17] and related works should have no problem in
following [23].) On the other hand, since it is common that the readers might have
their own choices of analytic coordinates in special cases, we shall be as explicit as
possible when it comes to complex coordinates and theta functions. We hope this
is a practical approach for potential users of this article.
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We shall follow [23, Notations and Conventions] unless otherwise specified. (Al-
though our references to [23] uses the numbering in the original version, the reader
is advised to consult the errata and revision for corrections of typos and minor
mistakes, and for improved exposition.)

Throughout the article,
√
−1 denotes some fixed choice of square root of −1 in

C, z 7→ zc denotes the complex conjugation of C, and the notation Im′ denotes the
modified imaginary part defined by Im′(z) = 1

2 (z−zc) for any z ∈ C. (In particular,

the value of Im′ is independent of the choice of
√
−1.) By symplectic isomorphisms

between modules with symplectic pairings, we always mean isomorphisms between
the modules matching the pairings up to an invertible scalar multiple. (These are
often called symplectic similitudes, but our understanding is that the codomains of
pairings are modules rather than rings, which ought to be matched as well.)

1. PEL-Type moduli problems

1.1. Linear algebraic data. Let O be an order in a finite-dimensional semisimple
algebra over Q with positive involution ⋆ and center F . Here positivity of ⋆ means
TrO⊗

Z
R/R(xx

⋆) > 0 for any x ̸= 0 in O⊗
Z
R. We assume that O is mapped to itself

under ⋆.
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Let us denote by e : C → C× the homomorphism sending z to exp(z) for any
z ∈ C. Let Z(1) := ker(e), which is a free Z-module of rank one. Any square-root√
−1 of −1 in C determines an isomorphism

(1.1.1) (2π
√
−1)−1 : Z(1) ∼→ Z,

but there is no canonical isomorphism between Z(1) and Z. For any commutative
Z-algebra R, we denote by R(1) the module R⊗

Z
Z(1). When R is a subring of R

containing (2π) and (2π)−1, it is also convenient to use the isomorphism −
√
−1 :

R(1)
∼→ R, the multiple of (1.1.1) by 2π. This modified isomorphism defines the

same notion of positivity as the original isomorphism.
By a PEL-type O-lattice (L, ⟨ · , · ⟩, h0) (as in [23, Def. 1.2.1.3]), we mean the

following data:

(1) An O-lattice, namely a Z-lattice L with the structure of an O-module.
(2) An alternating pairing ⟨ · , · ⟩ : L×L → Z(1) satisfying ⟨bx, y⟩ = ⟨x, b⋆y⟩

for any x, y ∈ L and b ∈ O, together with an R-algebra homomorphism
h0 : C → EndO⊗

Z
R(L⊗

Z
R) satisfying:

(a) For any z ∈ C and x, y ∈ L⊗
Z
R, we have ⟨h0(z)x, y⟩ = ⟨x, h0(z

c)y⟩,
where C → C : z 7→ zc is the complex conjugation.

(b) For any choice of
√
−1 in C, the pairing −

√
−1 ⟨ · , h0(

√
−1) · ⟩ :

(L⊗
Z
R)×(L⊗

Z
R) → R is symmetric and positive definite. (This last

condition forces ⟨ · , · ⟩ to be nondegenerate.)

(In [23, Def. 1.2.1.3], h0 was denoted by h.) The tuple (O,⋆ , L, ⟨ · , · ⟩, h0) then gives
us an integral version of the (B,⋆ , V, ⟨ · , · ⟩, h0) in [21] and related works.

The reductive group that will be associated with the geometric objects we study
is as follows:

Definition 1.1.2 (cf. [23, Def. 1.2.1.5]). Let a PEL-type O-lattice (L, ⟨ · , · ⟩, h0) be
given as above. For any Z-algebra R, set

G(R) :=

{
(g, r) ∈ GLO⊗

Z
R(L⊗

Z
R)×Gm(R) :

⟨gx, gy⟩ = r⟨x, y⟩,
∀x, y ∈ L

}
.

Namely, G(R) is the group of symplectic automorphisms of L⊗
Z
R (cf. [23, Def.

1.1.4.11]). The assignment is functorial in R and defines a group functor G over
Spec(Z).

The projection to the second factor (g, r) 7→ r defines a homomorphism ν : G →
Gm, which we call the similitude character. We shall often denote elements
(g, r) in G by simply g, and denote by ν(g) the value of r when we need it, although
one should keep in mind that r is not determined by g, for example, when L = {0}.

Let 2 be any set of rational primes. (It can be either an empty set, a finite set,
or an infinite set.) Then we have definitions for G(Q), G(A∞,2), G(A∞), G(R),
G(A2), G(A), G(Z), G(Z/nZ), G(Ẑ2), G(Ẑ), Γ(n) := ker(G(Z) → G(Z/nZ)),
U2(n) := ker(G(Ẑ2) → G(Ẑ2/nẐ2) = G(Z/nZ)) for any integer n ≥ 1 prime-

to-2, and U(n) := ker(G(Ẑ) → G(Ẑ/nẐ) = G(Z/nZ)).
Following Pink [27, 0.6], we define the neatness of open compact subgroups H of

G(Ẑ2) as follows: Let us view G(Ẑ2) as a subgroup of GLO⊗
Z
Ẑ2(L⊗

Z
Ẑ2)×Gm(Ẑ2).

(Alternatively, we may take any faithful linear algebraic representation of G(Ẑ2).)
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Then, for each rational prime p > 0 not in 2, it makes sense to talk about eigen-
values of elements gp in G(Zp), which are elements in Q̄×

p . Let g = (gp) ∈ G(Ẑ2),
with p running through rational primes such that 2 ∤ p. For each such p, let Γp be
the subgroup of Q̄×

p generated by eigenvalues of gp. For any embedding Q̄ ↪→ Q̄p,

consider the subgroup (Q̄× ∩ Γp)tors of torsion elements of Q̄× ∩ Γp, which is inde-
pendent of the choice of the embedding Q̄ ↪→ Q̄p.

Definition 1.1.3 ([23, Def. 1.4.1.8]). We say that g = (gp) is neat if ∩
p ̸∈2

(Q̄× ∩

Γp)tors = {1}. We say that an open compact subgroup H of G(Ẑ2) is neat if all
its elements are neat.

Remark 1.1.4. The usual Serre’s lemma that no nontrivial root of unity can be
congruent to 1 mod n if n ≥ 3 shows that H is neat if H ⊂ U2(n) for some n ≥ 3
such that 2 ∤ n.

Remark 1.1.5. Definition 1.1.3 makes no reference to the group G(Q) of rational
elements. Nevertheless, if H is neat, then H∩G(Q) is neat as an arithmetic group,
in the sense of [8, 17.1].

1.2. Definition of moduli problems. Let us fix the choice of a PEL-type
O-lattice (L, ⟨ · , · ⟩, h0) as in the previous subsection. Let F0 be the so-called
reflex field defined as in [23, Def. 1.2.5.4]. We shall denote the ring of integers in
F0 by OF0

, and use similar notations for other number fields. This is in conflict
with the notation of the order O, but the precise interpretation will be clear from
the context.

Let Disc be the discriminant of O over Z (as in [23, Def. 1.1.1.6]; see also [23,
Prop. 1.1.1.12]). Closely related to Disc is the invariant Ibad for O defined in [23,
Def. 1.2.1.17], which is either 2 or 1 depending on whether type D cases are involved.

Definition 1.2.1. We say that a prime number p is bad if p | Ibad Disc [L# : L].
We say a prime number p is good if it is not bad.

Fix any choice of a set 2 of good primes. We denote by Z(2) the unique lo-
calization of Z (at the multiplicative subset of Z generated by nonzero integers

prime-to-2) having 2 as its set of height one primes, and denote by Ẑ2 (resp.
A∞,2, resp. A2) the integral adeles (resp. finite adeles, resp. adeles) away from 2.
Let S0 := Spec(OF0,(2)) and let (Sch /S0) be the category of schemes over S0. For

any open compact subgroup H of G(Ẑ2), there is an associated moduli problem
MH defined as follows:

Definition 1.2.2 (cf. [23, Def. 1.4.1.4]). The moduli problem MH is defined by the
category fibred in groupoids over (Sch /S0) whose fiber over each S is the groupoid
MH(S) described as follows: The objects of MH(S) are tuples (G,λ, i, αH), where:

(1) G is an abelian scheme over S.
(2) λ : G → G∨ is a polarization of degree prime to 2.
(3) i : O → EndS(G) defines an O-structure of (G,λ).
(4) LieG/S with its O⊗

Z
Z(2)-module structure given naturally by i satisfies the

determinantal condition in [23, Def. 1.3.4.2] given by (L⊗
Z
R, ⟨ · , · ⟩, h0).

(5) αH is an (integral) level-H structure of (G,λ, i) of type (L⊗
Z
Ẑ2, ⟨ · , · ⟩) as

in [23, Def. 1.3.7.8].
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The isomorphisms (G,λ, i, αH) ∼isom. (G
′, λ′, i′, α′

H) of MH(S) are given by (naive)

isomorphisms f : G
∼→ G′ such that λ = f∨ ◦ λ′ ◦ f , f ◦ i(b) = i′(b) ◦ f for every

b ∈ O, and f ◦ αH = α′
H (symbolically).

Remark 1.2.3. The definition here using isomorphism classes is not as canonical as
the ones proposed by Grothendieck and Deligne using quasi-isogeny classes (as in
[21]). For the relation between their definitions and ours, see [23, §1.4]. We prefer
our definition because it is better for the study of compactifications, and more
concretely because it does not help (for our purpose) to realize theta functions as
sections of line bundles on quasi-isogeny classes of abelian varieties.

Theorem 1.2.4 ([23, Thm. 1.4.1.12 and Cor. 7.2.3.10]). The moduli problem MH
is a smooth separated algebraic stack of finite type over S0. It is representable by a
quasi-projective scheme if the objects it parameterizes have no nontrivial automor-
phism, which is in particular the case when H is neat (as in Definition 1.1.3).

We shall insist from now on in this article the following technical condition on
PEL-type O-lattices:

Condition 1.2.5 (cf. [23, Cond. 1.4.3.9]). The PEL-type O-lattice (L, ⟨ · , · ⟩, h0) is
chosen such that the action of O on L extends to an action of some maximal order
O′ in O⊗

Z
Q containing O.

By forgetting level structures, there is a canonical morphism from the moduli
problem MH defined with 2 = ∅ to the characteristic zero fiber of any analogous
moduli problem defined by a larger set 2, and this canonical morphism is finite
étale with open image because level structures are parameterized by isomorphisms
between finite étale group schemes. For our purpose of comparison with the complex
analytic construction, it is most natural to focus on the case 2 = ∅.

From now on, we shall assume that 2 = ∅, in which case OF0,(2) = F0. Then
H is an open compact subgroup of G(A∞), and the moduli problem MH is defined
over S0 = Spec(OF0,(2)) = Spec(F0).

2. Complex abelian varieties

2.1. Complex structures. Let us fix a choice of a symplectic O-lattice (L, ⟨ · , · ⟩)
as in §1.1. The aim of this section is to understand the role played by the choices of
the polarization h of (L⊗

Z
R, ⟨ · , · ⟩) (that makes (L, ⟨ · , · ⟩, h) a PEL-typeO-lattice).

(Keep in mind that (L, ⟨ · , · ⟩, h) defines a polarized Hodge structure of weight −1.)

Definition 2.1.1. Let ϵ ∈ {±1}. A ϵ-polarization of (L⊗
Z
R, ⟨ · , · ⟩) is an

R-algebra homomorphism h : C → EndO⊗
Z
R(L⊗

Z
R) such that the assignment

x+ y
√
−1 7→ h(x+ yϵ

√
−1), for x, y ∈ R, defines a polarization of (L⊗

Z
R, ⟨ · , · ⟩).

Let us restate [26, Ch. II, Lem. 4.1] in our context as follows:

Lemma 2.1.2. Let us fix an element ϵ ∈ {±1}. Consider the three sets formed
respectively by the following three types of data on (L⊗

Z
R, ⟨ · , · ⟩):

(1) An ϵ-polarization h of (L⊗
Z
R, ⟨ · , · ⟩).
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(2) An O⊗
Z
C-module V , together with an O-module morphism i : L ↪→ V

and a Hermitian pairing H : V ×V → C (which is C-linear in the second
variable) such that:
(a) Im′ H(x, y) = ⟨x, y⟩ for every x, y ∈ L.
(b) The Hermitian pairing ϵH : V ×V → C is positive-definite.

(3) An O⊗
Z
C-submodule P of L⊗

Z
C such that:

(a) P = P⊥ := {x ∈ L⊗
Z
C : ⟨x, y⟩ = 0,∀ y ∈ P}.

(b) For any nonzero x in P, we have ϵ⟨xc, x⟩ > 0. Here c : L⊗
Z
C →

L⊗
Z
C : x 7→ xc is the complex conjugation induced by the one of C.

Then the three sets are in bijections with each other under the following assign-
ments:

• From (1) to (2), we define V := L⊗
Z
R with complex structure h(

√
−1), with

i : L → V being the canonical morphism, and set

(2.1.3) H(x, y) := ⟨x, y⟩ −
√
−1 ⟨x, h(

√
−1)y⟩.

• From (1) to (3), we define P := {
√
−1 x− h(

√
−1)x : x ∈ L⊗

Z
R}.

• From (2) to (1), we define the complex structure h(
√
−1) on L⊗

Z
R to be

the one induced by the natural complex structure
√
−1 : V

∼→ V , under the
R-linear isomorphism iR : L⊗

Z
R → V induced by i : L → V .

• From (2) to (3), we define P to be the kernel of the O⊗
Z
C-module morphism

iC : L⊗
Z
C ↠ V .

• From (3) to (1), we define the complex structure h(
√
−1) on L⊗

Z
R to be

the one induced by the complex structure 1⊗
√
−1 on (L⊗

Z
C)/P, under the

composition of the canonical O⊗
Z
R-module morphisms L⊗

Z
R ↪→ L⊗

Z
C ↠

(L⊗
Z
C)/P, which is an isomorphism because (L⊗

Z
R) ∩ P = 0.

• From (3) to (2), we define V := (L⊗
Z
C)/P, define i : L → V to be the

composition of the canonical O-module morphisms L ↪→ L⊗
Z
C ↠ V =

(L⊗
Z
C)/P, and define the Hermitian pairing H by the same formula (2.1.3).

As in [26, p. 173], the reader is advised to fully master this lemma before moving
on. We omit the proof because it is elementary and straightforward.

Definition 2.1.4. An R-algebra homomorphism h : C → EndO⊗
Z
R(L⊗

Z
R) is called

a ±-polarization if it is an ϵ-polarization for some ϵ ∈ {±1}, in which case we shall
denote sgn(h) = ϵ.

Lemma 2.1.5. If h is an ±-polarization of (L⊗
Z
R, ⟨ · , · ⟩) and g ∈ G(R), then the

R-algebra homomorphism g(h) : C → EndO⊗
Z
R(L⊗

Z
R) defined by z 7→ g ◦h(z)◦g−1

is again a ±-polarization, and sgn(g(h)) = sgn(ν(g)) sgn(h).
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2.2. Polarized abelian varieties. Let h be a ±-polarization of (L⊗
Z
R, ⟨ · , · ⟩),

which defines a complex structure h(
√
−1) on L⊗

Z
R. We shall denote by Vh

the C-vector space with underlying R-vector space L⊗
Z
R and complex structure

h(
√
−1). By (2.1.3), h defines a Hermitian pairing Hh : Vh ×Vh → C such that

sgn(h)Hh is positive definite and such that (Im′ Hh)(L×L) ⊂ Z(1).
According to the Theorem of Appell–Humbert [24, §2], the following sets of data

are in canonical bijection with each other:

(1) Isomorphism classes of line bundles on Gh.
(2) Pairs (H,α), where:

(a) H : Vh ×Vh → C is a Hermitian pairing on Vh such that
(Im′ H)(L×L) ⊂ Z(1).

(b) α : L → C× is a map such that α1(l1 + l2) α1(l1)
−1 α1(l2)

−1 =
e( 12 Im

′ H(l1, l2)) for any l1, l2 ∈ L.

Explicitly, a pair (H,α) as above defines an action of L on Vh ×C by sending l ∈ L
to the holomorphic map

Vh ×C → Vh ×C : (x,w) 7→ (x+ l, w α(l) e( 14H(l, l) + 1
2H(l, x))),

covering the translation action of L on Vh. Then forming quotients by L defines a
holomorphic map

L(H,α) := (Vh ×C)/L → Gh = Vh/L,

giving L(H,α) a structure of a holomorphic line bundle over Gh, with sections of
L(H,α) represented by functions f : Vh → C (defining pairs (x, f(x)) on Vh ×C)
satisfying

f(x+ l) = f(x) α(l) e( 14H(l, l) + 1
2H(l, x)).

By Lefschetz’s theorem [24, §3, Cor. on p. 35], the complex torus Gh := Vh/L is
projective. In particular, Gh is an abelian variety. The ample line bundles on Gh

correspond to pairs (H,α) such that H is positive definite.
By [24, §9], we have the following facts about Gh:

(1) The dual abelian variety of Gh is isomorphic to G∨
h := Vh/L

#.
(2) The alternating pairing ⟨ · , · ⟩ : L×L → Z(1) defines a self-dual alternating

pairing ⟨ · , · ⟩P : (L×L#)×(L×L#) → Z(1) by

((l1, l2), (l
′
1, l

′
2)) 7→ ⟨l1, l′2⟩ − ⟨l′1, l2⟩.

Hence, the Hermitian pairing HPh
: (Vh ×Vh)×(Vh ×Vh) → C defined by

((x1, x2), (x
′
1, x

′
2)) 7→ Hh(x1, x

′
2) +Hh(x2, x

′
1) = Hh(x1, x

′
2)−Hh(x

′
1, x2)

c

satisfies ImHPh
= ⟨ · , · ⟩P . Let αP : L×L# → C× be the map defined by

αP(l1, l2) := e( 12 ⟨l1, l2⟩).

Then

αP(l1 + l′1, l2 + l′2) αP(l1, l2)
−1 αP(l

′
1, l

′
2)

−1 = e( 12 ⟨l1, l
′
2⟩+ 1

2 ⟨l
′
1, l2⟩)

= e( 12 ⟨l1, l
′
2⟩ − 1

2 ⟨l
′
1, l2⟩) = e( 12 Im

′ HPh
((l1, l2), (l

′
1, l

′
2))),
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(because ⟨l′1, l2⟩ ∈ Z(1)), and

αP(l1, l2) e(
1
4HPh

((l1, l2), (l1, l2)) +
1
2HPh

((l1, l2), (x, y)))

= e( 12 ⟨l1, l2⟩+
1
4 [Hh(l1, l2) +Hh(l2, l1)] +

1
2 [Hh(l1, y) +Hh(l2, x)])

= e( 12Hh(l1, l2) +
1
2Hh(l1, y) +

1
2Hh(l2, x)).

(3) The Poincaré line bundle Ph on Gh ×G∨
h is isomorphic to the line bun-

dle L(HPh
, αP) corresponding by the Theorem of Appell–Humbert to the

pair (HPh
, αP) defined above. Explicitly, L(HPh

, αP) is the quotient of
Vh ×Vh ×C by the action of L×L# defined by sending (l1, l2) ∈ L×L#

to the holomorphic map

Vh ×Vh ×C → Vh ×Vh ×C :

(x, y, w) 7→ (x+ l1, y + l2, w e( 12Hh(l1, l2) +
1
2Hh(l1, y) +

1
2Hh(l2, x))).

The fiber of such a line bundle at any point y of Vh is isomorphic to
the quotient of Vh ×C by the action of L defined by sending l ∈ L to the
holomorphic map

Vh ×C → Vh ×C : (x,w) 7→ (x+ l, w e( 12Hh(l, y))).

Note that this is not exactly an action of the form given by the Theorem
of Appell–Humbert. After the holomorphic change of coordinates

Vh ×C → Vh ×C : (x,w) 7→ (x, w e(− 1
2Hh(y, x))),

the action above becomes

(x,w) 7→ (x+ l, w e( 12Hh(l, y)− 1
2Hh(y, x+ l) + 1

2Hh(y, x)))

= (x+ l, w e(Im′ Hh(l, y))) = (x+ l, w e(⟨l, y⟩)),

which is the line bundle L(0, αy) with αy(l) = e(⟨l, y⟩). This line bundle
L(0, αy) depends only on the point ȳ ∈ G∨

h = Vh/L
# defined by y.

(4) Consider the homomorphism λh : Gh = Vh/L → G∨
h = Vh/L

# induced by
sgn(h) times the identity morphism Vh → Vh. The pullback of Ph along
the homomorphism (IdGh

, λh) : Gh → Gh ×G∨
h induced by the morphism

Vh → Vh ×Vh : x 7→ (x, sgn(h)x) is by definition the quotient of Vh ×C by
the action of L defined by sending l ∈ L to the holomorphic map

Vh ×C → Vh ×C : (x,w) 7→ (x+ l, w e( 12 sgn(h)Hh(l, l) + sgn(h)Hh(l, x))).

This implies the following facts:
(a) Lh := (IdGh

, λh)
∗ Ph is isomorphic to L(2 sgn(h)Hh, 0).

(b) λh is a polarization, because Lh is ample by positive definiteness of
sgn(h)Hh. (See [23, Prop. 1.3.2.18].)

(c) The homomorphism λLh
: Gh → G∨

h , characterized by sending x̄ ∈ Gh

to the point of G∨
h defining the isomorphism class of T ∗

x̄ Lh ⊗
OGh

L⊗−1
h ,

is twice of λh.
(d) The kernel of λh is canonically isomorphic to L#/L, and the subgroup

K(Lh) = ker(λLh
) is canonically isomorphic to 1

2L
#/L.

One important feature of the polarization λh : Gh → G∨
h is the Weil pairing eλh

it defines. Let us first make explicit the canonical pairing

eGh[n] : Gh[n]×G∨
h [n] → µn,C
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for any integer n ≥ 1. Let y ∈ 1
nL

# be a representative of an element ȳ of

G∨
h [n]

∼= 1
nL

#/L#. The point ȳ corresponds to the line bundle L(0, αy) with
αy(l) = e(⟨l, y⟩) for any l ∈ L, namely the quotient of Vh ×C by L defined by
(x,w) 7→ (x + l, w e(⟨l, y⟩)). If we pullback L(0, αy) under the multiplication
[n] : Gh → Gh by n, then we obtain the quotient of Vh ×C by L defined by
(x,w) 7→ (x + l, w e(⟨nl, y⟩)) = (x + l, w), which is the trivial line bundle on
Gh. Hence we can interpret the line bundle L(0, αy) as the quotient of the trivial
line bundle on Gh by the action of Gh[n] on the trivial line bundle (covering its
translation action on Gh) defined by (x,w) 7→ (x+ 1

n l, w e(⟨l, y⟩). According to the
theory explained in [23, §5.2.4] (based on [24, §15, proof of Thm. 1]), this shows
that the canonical pairing eGh[n] (with the sign convention there) can be identified
with the pairing

en : ( 1nL/L)×( 1nL
#/L#) → µn,C : (x, y) 7→ e(n⟨x, y⟩).

If n|m for some integer m ≥ 1, then we have en(xn, yn) = em(xm, ym)
m
n if xn =

m
n xm and yn = m

n ym. This justifies the compatibility among levels, and defines the
pairing

e : (L⊗
Z
Ẑ)×(L# ⊗

Z
Ẑ) → TGm,C : (x, y) 7→ e(⟨x, y⟩)

realizing eGh
: TGh ×TG∨

h → TGm,C. (Note that the base extension of ⟨ · , · ⟩
from Z to Ẑ already incorporates the factors m

n needed among levels.)

As a result, we see that the Weil pairing eλh : TGh ×TGh → TGm,C can be
realized as

e : (L⊗
Z
Ẑ)×(L⊗

Z
Ẑ) → TGm,C : (x, y) 7→ e(⟨x, y⟩),

with finite level pairings eλh : Gh[n]×Gh[n] → µn,C realized as

en : ( 1nL/L)×( 1nL/L) → µn,C : (x, y) 7→ e(n⟨x, y⟩).

Remark 2.2.1. The sign convention of the Weil pairings is a choice. It has to be
chosen to be compatible with all other choices we have made.

2.3. PEL structures. Let h be a ±-polarization of (L⊗
Z
R, ⟨ · , · ⟩) as in §2.2. Then

we obtain a complex abelian variety Gh and a polarization λh : Gh → G∨
h .

Since the action of O on L commutes with the complex structure h(
√
−1), it

defines an explicit O-endomorphism structure ih : O ↪→ EndC(Gh) of (Gh, λh).
Since LieGh/C = Vh is isomorphic to the quotient of L⊗

Z
C by the submodule

P = {
√
−1x−h(

√
−1)x : x ∈ L⊗

Z
R}, it is isomorphic to the O⊗

Z
C-submodule V0 of

L⊗
Z
C on which h(z) acts by 1⊗ z. In particular, LieGh/C satisfies the determinantal

condition given by (L⊗
Z
R, ⟨ · , · ⟩, h), defined in the same way as in [23, Def. 1.3.4.2]

using the O⊗
Z
C-module structure of V0. The determinantal condition given by

(L⊗
Z
R, ⟨ · , · ⟩, h) and by (L⊗

Z
R, ⟨ · , · ⟩, h0) are the same if h is conjugate to h0 by

some element in G(R)+ = {g ∈ G(R) : ν(g) > 0}.
We shall denote the set of G(R)-conjugates of h0 by X. If we denote by U∞ =

CentG(R)(h0) the stabilizer of h0 under the conjugation action of G(R), then X can
be identified with the quotient G(R)/U∞. In particular, X has the structure of a real
manifold. Moreover, by (3) of Lemma 2.1.2, the connected components of X can be
embedded as open complex submanifolds of the projective variety G(C)/Ph0

(C),
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where Ph0
(C) is the stabilizer of the totally isotropic complex subspace P0 of L⊗

Z
C

defined by h0. Therefore, X has the structure of a finite union of open complex
submanifolds of G(C)/Ph0

(C), compatible with its real manifold structure.
Since the n-torsion points of Gh are canonically isomorphic to 1

nL/L for any

integer n ≥ 1, we have canonical isomorphisms α̂h : L⊗
Z
Ẑ ∼→ TGh and e : Ẑ(1) ∼→

TGm,C matching ⟨ · , · ⟩ with the Weil pairing eλh . (See Remark 2.2.1 and the
explicit description of eλh preceding it.) The H-orbit of α̂h defines an integral level

structure αh,H of type (L⊗
Z
Ẑ, ⟨ · , · ⟩) of (Gh, λh, ih) for any open compact subgroup

H of G(Ẑ). As a result, if h ∈ X, the tuple (Gh, λh, ih, αh,H) defines an object of
MH(C), or a geometric point Spec(C) → MH.

Let us denote the canonical morphism L⊗
Z
A∞ ∼→ VGh induced by α̂h by the

same notation. Then, for any h ∈ X and g ∈ G(A∞), the H-orbit [α̂h ◦ g]H of

α̂h ◦ g : L⊗
Z
A∞ ∼→ VGh defines a rational level structure of type (L⊗

Z
A∞, ⟨ · , · ⟩)

of (Gh, λh, ih). In particular, we obtain a map

(2.3.1) X×G(A∞) → Mrat
H (C)

of underlying sets defined by sending (h, g) to (Gh, λh, ih, [α̂h ◦ g]H). (Here the
underlying set of the groupoid Mrat

H (C) is the set of isomorphism classes in it.)
To obtain objects of MH(C), let us modify the tuples (Gh, λh, ih, [α̂h ◦ g]H)

by Q×-isogenies as in the proof of [23, Prop. 1.4.3.3]. By [23, Lem. 1.3.5.2], the

image of g(L⊗
Z
Ẑ) ↪→ L⊗

Z
A∞ α̂h→ VGh corresponds to (the target of) a Q×-isogeny

f : Gh → Gh,g. Under the pairing ⟨ · , · ⟩, we have (g(L⊗
Z
Ẑ))# = ν(g)−1g(L# ⊗

Z
Ẑ).

Then the source and target of the dual Q×-isogeny f∨ : G∨
h,g → G∨

h correspond

to the open compact subgroups ν(g)−1g(L# ⊗
Z
Ẑ) and L# ⊗

Z
Ẑ of L⊗

Z
A∞. The

composition (f∨)−1 ◦λh ◦ f−1 : Gh,g → G∨
h,g of Q×-isogenies is positive because λh

is, but it is not necessarily an isogeny. Take the unique r ∈ Q×
>0 such that ν(g) = ru

for some u ∈ Ẑ. Then we set λh,g := r(f∨)−1 ◦λh ◦f−1, which is a positive isogeny,
namely a polarization. Let ih,g : O ↪→ EndC(Gh,g) be the canonical structure

defined by the O-module structure of g(L⊗
Z
Ẑ), and let α̂h,g : L⊗

Z
Ẑ ∼→ TGh,g be

induced by the composition of α̂h ◦ g : L⊗
Z
A∞ ∼→ VGh and V(f) : VGh

∼→ VGh,g.

Let αh,g,H be the integral level-H structure defined by the H-orbit of α̂h,g. Then
(Gh,g, λh,g, ih,g, αh,g,H) defines an object of MH(C).

The isogeny f : Gh → Gh,g induces an isomorphism f∗ : H1(Gh,Q)
∼→

H1(Gh,g,Q). The pullback (IdGh
, λh)

∗ PGh
is isomorphic to an ample line

bundle which determines (by the Theorem of Appell–Humbert) a Hermitian
pairing whose imaginary part is twice of the alternating pairing ⟨ · , · ⟩. If we set
L(g) := H1(Gh,g,Z), then the pullback (IdGh,g

, λh,g)
∗ PGh,g

determines similarly

twice of an alternating pairing ⟨ · , · ⟩(g) on L(g), and we have a symplectic

isomorphism f∗ : (L⊗
Z
Q, ⟨ · , · ⟩) ∼→ (L(g) ⊗

Z
Q, ⟨ · , · ⟩(g)) matching the pairings up

to a multiple in Q×
>0.
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Lemma 2.3.2. Under the map (2.3.1), two points (h1, g1) and (h2, g2) define iso-
morphic objects in MH(C) if and only if there exist elements γ ∈ G(Q) and u ∈ H
such that (h2, g2) = (γ(h1), γg1u). Hence we have a canonical injection

(2.3.3) ShH := G(Q)\X×G(A∞)/H → MH(C)

of underlying sets.

Proof. If (h1, g1) and (h2, g2) determine isomorphic objects in MH(C), then the
symplectic O-lattices they determine are both isomorphic to some (L′, ⟨ · , · ⟩′).
The isogenies f1 : Gh → Gh1,g1 and f2 : Gh → Gh2,g2 induces symplectic iso-

morphisms (f1)∗ : (L⊗
Z
Q, ⟨ · , · ⟩) ∼→ (L′ ⊗

Z
Q, ⟨ · , · ⟩′) and (f2)∗ : (L⊗

Z
Q, ⟨ · , · ⟩) ∼→

(L′ ⊗
Z
Q, ⟨ · , · ⟩′), so that (f2)∗ ◦ (f1)−1

∗ : (L⊗
Z
Q, ⟨ · , · ⟩) ∼→ (L⊗

Z
Q, ⟨ · , · ⟩) defines an

element γ of G(Q). This shows that the Q×-isogeny f2 ◦ f−1
1 : Gh1,g1

∼→ Gh2,g2

induces an isomorphism L⊗
Z
R ∼= LieGh1,g1

/C
∼→ LieGh2,g2

/C ∼= L⊗
Z
R matching the

complex structures by the relation h2(z)(x) = (γ ◦ h1(z) ◦ γ−1)(x) for any z ∈ C
and x ∈ L⊗

Z
R, namely h2 = γ(h1). Moreover, since the H-orbit of α̂h,g2 : L⊗

Z
Ẑ ∼→

TGh2,g2 is same as the H-orbit of the composition of α̂h,g1 : L⊗
Z
Ẑ ∼→ TGh1,g1 with

T(f2 ◦ f−1
1 ) : TGh1,g1

∼→ TGh2,g2 , we see that g2H = γg1H. Since the converse is
clear, we see that (h1, g1) and (h2, g2) define isomorphic objects in MH(C) if and
only if (h2, g2) = (γh1, γg1u) for some γ ∈ G(Q) and u ∈ H, as desired. □

2.4. Variation of complex structures. To give meaning to the injection in
Lemma 2.3.2, we need to study how (Gh,g, λh,g, ih,g, αh,g,H) varies with h. For
this purpose, it is convenient to have some local complex coordinates for X by real-
izing it as a complex analytic subspace of some complex manifold. A conventional
choice of such an ambient complex manifold is the Siegel upper half space.

Definition 2.4.1. A Z-submodule LMI of L is called maximally isotropic with
respect to the pairing ⟨ · , · ⟩ if it satisfies the following conditions:

(1) For any x, y ∈ LMI, we have ⟨x, y⟩ = 0. In other words, LMI is totally
isotropic under the pairing ⟨ · , · ⟩.

(2) If z ∈ L satisfies ⟨x, z⟩ = 0 for all x ∈ LMI, then z ∈ LMI.

(We shall suppress the pairing ⟨ · , · ⟩ from the statements when the context is clear.)

Note that we do not require LMI to be an O-submodule.

Lemma 2.4.2. Given any totally isotropic Z-submodule L′ of L, we can find a
maximally isotropic Z-submodule LMI of L containing L′. In particular, maximal
isotropic submodules LMI of L exist (although they might not be O-submodules).

Lemma 2.4.3. Let LMI be a maximal isotropic Z-submodule of L. Let d = rkZ LMI

and let {ei}1≤i≤d be a free Z-basis of LMI. Then there exists elements {fi}1≤i≤d of
L⊗

Z
Q such that ⟨ei, fj⟩ = 2π

√
−1 δij and ⟨fi, fj⟩ = 0 for any 1 ≤ i, j ≤ d.

Lemma 2.4.4. Let us fix choices of {ei}1≤i≤d and {fi}1≤i≤d as in Lemma 2.4.3.
Let us also fix an element ϵ ∈ {±1}. Then the ϵ-polarizations of (L⊗

Z
R, ⟨ · , · ⟩)

correspond bijectively to a complex analytic subset of the Siegel half space Hϵ
d :=

{x ∈ Md(C) : tx = x, ϵ Imx > 0}.
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Proof. By Lemma 2.1.2, any ϵ-polarization h of (L⊗
Z
R, ⟨ · , · ⟩) defines a complex

structure h(
√
−1) on L⊗

Z
R, or equivalently a group homomorphism ih from L to a

C-vector space Vh inducing an isomorphism ih,R : L⊗
Z
R ∼→ Vh.

Since −ϵ
√
−1⟨ · , h(

√
−1) · ⟩ is positive definite, we see that ⟨ei, h(

√
−1)ei⟩ ≠ 0 for

any 1 ≤ i ≤ d. Since ⟨ei, ej⟩ = 0, this shows that (LMI ⊗
Z
R)∩h(

√
−1)(LMI ⊗

Z
R) =

{0}, and that the C-span of ih(LMI ⊗
Z
R) in Vh is the whole space (by R-dimension

counting). We shall interpret this as an isomorphism C⊕ d ∼→ V sending the i-th

standard basis vector to ih(ei). Similarly, we have an isomorphism C⊕ d ∼→ V
defined by sending the i-th standard basis vector to ih,R(fi). This allows us to
define a matrix Ωh in Md(C) by setting ih(fi) =

∑
1≤i≤d

(Ωh)ij ih(ej) in Vh.

We claim that Ωh is an element of Hϵ
d. Let us define matrices A, B, and C in

Md(R) by writing A := ReΩh, B := ImΩh, and 2π
√
−1 Cij := ⟨ei, h(

√
−1)ej⟩, for

any 1 ≤ i, j ≤ d. Note that ϵC is (symmetric and) positive definite. Then, for any
1 ≤ i ≤ d, we have fi =

∑
k

[Aik + h(
√
−1)Bik]ek in L⊗

Z
R. From

2π
√
−1 δij = ⟨ei, fj⟩ = ⟨ei,

∑
k

[Ajk + h(
√
−1)Bjk]ek⟩ = 2π

√
−1

∑
k

CikBjk,

we obtain I = C tB, or B = tC−1, showing that B is symmetric, and that ϵ ImΩh =
ϵB > 0. From

0 = ⟨fi, fj⟩ = ⟨
∑
k

[Aik + h(
√
−1)Bik]ek,

∑
l

[Ajl + h(
√
−1)Bjl]el⟩

= 2π
√
−1

∑
k,l

[AikCkl
tBlj −BikCkl

tAlj ] = 2π
√
−1 (Aij − tAij),

we obtain A− tA = 0, showing that A and hence Ωh are symmetric. This justifies
the claim.

Using the basis {ei}1≤i≤d and {fi}1≤i≤d, we can describe L⊗
Z
Q as Q⊕ d ⊕Q⊕ d

and hence L⊗
Z
C as C⊕ d ⊕C⊕ d. Then the matrix Ωh determined by h allows us to

identify Ph = ker(L⊗
Z
C ↠ Vh) (by C-dimension counting) with the C-span of the

vectors {(vi, v′i)}1≤i≤d in C⊕ d ⊕C⊕ d, where vi is the column vector with entries
{−(Ωh)ij}1≤j≤d, and v′i is the i-th standard basis vector of C⊕ d, for each 1 ≤ i ≤ d.
This gives a holomorphic embedding of Hϵ

d into the projective variety parameterizing
totally isotropic subspaces of C-dimension d in C⊕ d ⊕C⊕ d. By choosing a finite
Z-basis of O over Z, the condition for such subspaces to be invariant under the
action of O can be described by finitely many algebraic equations. As a result,
we see that the collection of ϵ-polarizations of (L⊗

Z
R, ⟨ · , · ⟩) corresponds to points

of a complex analytic subset of Hϵ
d, identified locally as a complex submanifold of

G(C)/Ph(C), where Ph(C) is the stabilizer of the totally isotropic complex subspace
Ph of L⊗

Z
C defined by h. □

Corollary 2.4.5 (of the proof of Lemma 2.4.4). Using {ih(ei)}1≤i≤d as a basis
of Vh, the Hermitian pairing Hh : Vh ×Vh → C defined by h is identified with the
Hermitian pairing C⊕ d ×C⊕ d → C : (x, y) 7→ 2π txc(ImΩh)

−1y.
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Proof. This is because Hh(ih(ei), ih(ej)) = −
√
−1 ⟨ei, h(

√
−1)ej⟩ = 2π Cij . □

Now let us consider the tuple (Gh,g, λh,g, ih,g, αh,g,H). By construc-
tion of the Q×-isogeny f : Gh → Gh,g, there is associated an O-lattice

L(g) := H1(Gh,g), together with a pairing ⟨ · , · ⟩(g), such that the symplectic

O-lattice (L(g) ⊗
Z
Q, ⟨ · , · ⟩(g)) is canonically isomorphic to (L⊗

Z
Q, ⟨ · , · ⟩) under

f∗. We shall identify L(g) with an O-lattice in L⊗
Z
Q, and identify ⟨ · , · ⟩(g) with

r⟨ · , · ⟩, where r ∈ Q×
>0 is such that ν(g) = ru for some u ∈ Ẑ, so that the

Q×-isogeny f : Gh → Gh,g can be identified with Vh/L
∼→ Vh/L

(g).

Let L
(g)
MI := L(g) ∩(LMI ⊗

Z
Q). By definition, L(g)/L

(g)
MI is torsion-free and can

be identified with a submodule of (L/LMI)⊗
Z
Q. Using {ih(ei)}1≤i≤d as a C-basis

of Vh, we have isomorphisms Vh
∼= C⊕ d and hence Vh/ih,R(L

(g)
MI)

∼= L
(g)
MI ⊗Z

C×

is an algebraic torus over C. The elements {fi}1≤i≤d define a split-
ting of L⊗

Z
Q ↠ (L/LMI)⊗

Z
Q, which might fail to induce a splitting

of L(g) ↠ L(g)/L
(g)
MI in general. However, they do define a morphism

L(g)/L
(g)
MI → L

(g)
MI ⊗Z

C× : x 7→ e(2π
√
−1 Ωh(x)), which varies holomorphically with

h. Therefore, Gh,g
∼= C⊕ d/L ∼= (L

(g)
MI ⊗Z

C×)/(L(g)/L
(g)
MI) defines a family of abelian

varieties varying holomorphically with h.

Let (L(g))# be the dual lattice of L(g) with respect to ⟨ · , · ⟩(g), and let

(L(g))#MI := (L(g))# ∩(LMI ⊗
Z
Q). Since ⟨ · , · ⟩(g) = r⟨ · , · ⟩ is Z(1)-valued, (L(g))#MI

contains L
(g)
MI, and (L(g))#/(L(g))#MI is torsion-free and can be identified with

a submodule of (L/LMI)⊗
Z
Q containing L(g)/L

(g)
MI. The polarization λh is by

definition induced by sgn(h) times the identity morphism Vh → Vh, and hence the
polarization λh,g = r(f∨)−1 ◦ λh ◦ f−1 is also induced by sgn(h) times the identity

morphism Vh → Vh. By taking quotients by L
(g)
MI and (L(g))#MI respectively, we

obtain an isogeny L
(g)
MI ⊗Z

C× → (L(g))#MI ⊗Z
C× of algebraic tori over C. By taking

further quotients by L(g)/L
(g)
MI and (L(g))#/(L(g))#MI respectively, we obtain λh,g :

Gh,g
∼= (L

(g)
MI ⊗Z

C×)/(L(g)/L
(g)
MI) → G∨

h,g
∼= ((L(g))#MI ⊗Z

C×)/((L(g))#/(L(g))#MI),

varying holomorphically with h.
The remaining structures ih,g, the Lie algebra condition, and αh,g,H vary holo-

morphically, because they are locally constant in nature (on top of (Gh,g, λh,g)).
This shows that the tuples (Gh,g, λh,g, ih,g, αh,g,H) are fibers of a holomorphic fam-
ily over X×G(A∞)/H.

2.5. PEL-type Shimura varieties. Let X0 be the connected component of X
containing h0, and let G(R)0 (resp. G(Q)0) denote its stabilizer in G(R) (resp.
G(Q)). Then G(R)0 (resp. G(Q)0) has finite index in G(R) (resp. G(Q)).

Lemma 2.5.1. The canonical map G(Q)0\X0 ×G(A∞)/H → G(Q)\X×G(A∞)/H
is a bijection.



COMPARISON BETWEEN COMPACTIFICATIONS 15

Proof. The surjectivity of the map follows from density of G(Q) in G(R) (and
by transitiveness of the action of G(Q) on X). If (γx1, γg1) = (x2, g2u) for some
x1, x2 ∈ X0, γ ∈ G(Q), and u ∈ H, then γ ∈ G(Q)0, and hence (x1, g1) and (x2, g2)
define the same double coset in G(Q)0\X0 ×G(A∞)/H. This shows the injectivity
of the map. □

By [7, Thm. 5.1], the cardinality of the double coset space G(Q)\G(A∞)/H is
finite. Since G(Q)0 is of finite index in G(Q), this shows that the double coset
space G(Q)0\G(A∞)/H is also finite. Let {gi}i∈I be (noncanonically) a finite set
of elements in G(A∞) such that G(A∞) =

∐
i∈I

G(Q)0giH. Then we have

ShH = G(Q)\X×G(A∞)/H = G(Q)0\X0 ×G(A∞)/H

=
∐
i∈I

G(Q)0\X0 ×(G(Q)0giH)/H =
∐
i∈I

Γ(gi)\X0,
(2.5.2)

where Γ(gi) := (giHg−1
i )∩G(Q)0, because γgiH = giH if and only if γ ∈ giHg−1

i .

Each of the groups Γ(gi) is an arithmetic subgroup of G(Q), because G(Q)0 is of

finite index in G(Q), because giHg−1
i is commensurable with G(Ẑ) by open com-

pactness of H, and because G(Ẑ)∩G(Q) = G(Z). Therefore, its image in Gad(Q)
is also arithmetic. (The action of Γ(gi) on X factors through its image in Gad(Q).)
By [4, 10.11], we know that each of the quotient Γ(gi)\X0 has a structure of the
analytification of an irreducible normal quasi-projective variety over C. This allows
us to identify ShH with the analytification of a quasi-projective variety ShH,alg. (By
abuse of language, varieties in this article are not necessarily connected.)

Remark 2.5.3. There is nowhere we need (G⊗
Z
Q,X) to be a Shimura datum.

Assumption 2.5.4. We shall assume from now on that H is neat. (See Definition
1.1.3.)

Remark 2.5.5. Assumption 2.5.4 is made only for simplicity of exposition, so that
we can work with fine moduli spaces. Statements for non-neat level H can be
obtained for coarse moduli spaces by taking quotients by finite groups.

Then giHg−1
i is neat for every gi, and hence (as already mentioned in Remark

1.1.5) Γ(gi) is neat in the sense of [8, 17.1]. In particular, the action of Γ(gi) on
X0 has no fixed point. This shows that the action of G(Q) on X×G(A∞)/H has
no fixed point, and that the holomorphic family over X×G(A∞)/H with fibers
(Gh, λh, ih, [α̂h ◦ g]H) descends to a holomorphic family (Ghol, λhol, ihol, [α̂hol ◦ g]H)
over the (nonsingular) quasi-projective variety ShH = G(Q)\X×G(A∞)/H. We
would like to show that this family is algebraic. That is, it is isomorphic (as a
complex analytic space) to the analytification of an object of MH(ShH,alg).

By Theorem 1.2.4, MH has the structure of a nonsingular quasi-projective va-
riety over Spec(F0), carrying a universal family (G,λ, i, αH). The reflex field F0

is by definition a subfield of C. (See [23, Def. 1.2.5.4].) Let us denote the pull-
back of (G,λ, i, αH) → MH to C (under the canonical homomorphism F0 ↪→ C)
by (GC, λC, iC, αH,C) → MH,C. The fiber (Gs, λs, is, αH,s) over each point s :
Spec(C) → MH,C determines a PEL-type O⊗

Z
Q-module (H1(Gs,Q), ⟨ · , · ⟩λs

, h0),

where ⟨ · , · ⟩λs is the pairing induced by λs. The isomorphism classes of such
PEL-type O⊗

Z
Q-modules are locally constant. Let MH,C,L⊗

Z
Q denote the open
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and closed subscheme of MH,C consisting of the connected components over which
(H1(Gs,Q), ⟨ · , · ⟩λs , h0) is isomorphic to (L⊗

Z
Q, ⟨ · , · ⟩, h0). Then MH,C,L⊗

Z
Q is a

nonsingular quasi-projective variety over C. By abuse of notation, we shall denote
the pullback of the universal family by (GC, λC, iC, αH,C) → MH,C,L⊗

Z
Q, and denote

its analytification by (Gan, λan, ian, αH,an) → MH,an,L⊗
Z
Q.

Lemma 2.5.6. There exists a holomorphic map F : MH,an,L⊗
Z
Q → ShH such that

(Gan, λan, ian, αH,an) → MH,an,L⊗
Z
Q is the pullback of (Ghol, λhol, ihol, αH,hol) →

ShH (as complex analytic spaces) under F .

Proof. For any s of MH,an,L⊗
Z
Q, the fiber (Gs, λs, is, αH,s) of (Gan, λan, ian, αH,an)

over s determines a PEL-type O-module (H1(Gs,Q), ⟨ · , · ⟩λs
, hs). By definition of

MH,an,L⊗
Z
Q, there exists a non-canonical isomorphism (H1(Gs,Q), ⟨ · , · ⟩λs

, hs) ∼=
(L⊗

Z
Q, ⟨ · , · ⟩, h0). Therefore, there exists some point (h, g) of X×G(A∞) such

that (H1(Gs,Z), ⟨ · , · ⟩λs
, hs) ∼= (L(g), ⟨ · , · ⟩(g), h), and hence (Gs, λs, is, αH,s) ∼=

(Gh,g, λh,g, ih,g, αH,h,g). Since the isomorphism class of (H1(Gs,Q), ⟨ · , · ⟩λs
) is

locally constant, the choice of g can be made locally constant on MH,an,L⊗
Z
Q. For

points s in a connected and simply-connected analytic open subset of MH,an,L⊗
Z
Q,

if we fix the choice of g, then we can take h to vary holomorphically with s, because
the family is the analytification of an algebraic family. The local assignment of
(h, g) ∈ X×G(A∞) is not unique, but the induced local assignment with image in
ShH is unique by Lemma 2.3.2. Thus the assignments over analytic open sets patch
together and determine the desired holomorphic map F : MH,an,L⊗

Z
Q → ShH. □

By [9, 3.10], any holomorphic map from a quasi-projective variety to ShH is the
analytification of a morphism of algebraic (quasi-projective) varieties. Therefore,
F is the analytification of an algebraic morphism Falg : MH,C,L⊗

Z
Q → ShH,alg. By

Lemma 2.3.2, the algebraic morphism Falg is a bijection on C-valued points. Since
both its source and target are nonsingular varieties, this forces Falg to be an iso-
morphism. Since the map between the total manifolds Gan → Ghol is bijective and
uniquely determined on the projective fibers over C-valued points of the (isomor-
phic) base manifolds, this shows that (Ghol, λhol, ihol, αH,hol) → ShH is uniquely
isomorphic to the analytification of the pullback (Galg, λalg, ialg, αH,alg) → ShH,alg

of (GC, λC, iC, αH,C) → MH,C,L⊗
Z
Q under F−1

alg .

Definition 2.5.7. The PEL-type Shimura variety defined by (L, ⟨ · , · ⟩) is the above
quasi-projective variety ShH,alg over Spec(C), embedded as an open and closed sub-
scheme of MH,C.

Remark 2.5.8. Some Q-simple factor of the group Gad ⊗
Z
Q might have compact

R-points. This might seem unpleasant, because then our PEL-type Shimura va-
rieties might not qualify as Shimura varieties according to some definitions in the
literature. (See for example [13, (2.1.1.3)].) However, such definitions (in the litera-
ture) are unnatural for the study of compactifications of Shimura varieties, because
zero-dimensional boundary components always appear.
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2.6. Classical theta functions. For each pair (h, g) ∈ X×G(A∞), let us define
Lh,g := (IdGh,g

, λh,g)
∗ PGh,g

, an ample line bundle on Gh,g such that λLh,g
= 2λh,g.

As in §2.4, we shall identify L(g) with an O-lattice in L⊗
Z
Q, and identify ⟨ · , · ⟩(g)

with r⟨ · , · ⟩, where r ∈ Q×
>0 such that ν(g) = ru for some u ∈ Ẑ, so that the

Q×-isogeny f : Gh → Gh,g can be identified with Vh/L → Vh/L
(g). Set

Hh,g(x, y) := ⟨x, y⟩(g) −
√
−1 ⟨x, h(

√
−1)y⟩(g) = rHh(x, y).

Then the line bundle Lh,g can be realized as the quotient of Vh ×C by the action

of L(g) defined by sending l ∈ L(g) to the holomorphic map

Vh ×C → Vh ×C : (x,w) 7→ (x+ l, w e( 12 sgn(h)Hh,g(l, l) + sgn(h)Hh,g(l, x))).

Using {ih(ei)}1≤i≤d as a C-basis of Vh, we can identify Vh with C⊕ d, and identify

Hh,g(x, y) = 2πr txc(ImΩh)
−1y

for x, y ∈ C⊕ d as in Corollary 2.4.5. Note that this function may not vary holo-
morphically with h for general x and y. A classical way to deal with this situ-
ation is to introduce the following (noncanonical) realization of the line bundle
Lh,g. Let Bh,g : Vh ×Vh → C denote the symmetric C-bilinear pairing such that
Bh,g(x, y) = Hh,g(x, y) for any x, y ∈ LMI. Then

Bh,g(x, y) = 2πr tx(ImΩh)
−1y,

and hence

(Bh,g −Hh,g)(x, y) = 2πr t(x− xc)(ImΩh)
−1y,

for x, y ∈ C⊕ d. If we write x = x1 + Ωh(x2), where x1, x2 ∈ L
(g)
MI ⊗Z

R, then we

obtain

(Bh,g −Hh,g)(x, y) = 4π
√
−1 r t(ImΩh(x2))(ImΩh)

−1y = 4π
√
−1 r tx2y.

This shows that:

Lemma 2.6.1. The perfect pairing ⟨ · , · ⟩(g) : L(g) ×(L(g))# → Z(1) induces a

prefect pairing ⟨ · , · ⟩(g)MI : L
(g)
MI ×((L(g))#/(L(g))#MI) → Z(1). By abuse of notation,

we shall denote base extensions of this pairing by the same notation. For l ∈
(L(g))#, the group homomorphism

ξl : L
(g)
MI ⊗Z

C = C⊕ d → C× : x 7→ e( 12 (Bh,g −Hh,g)(l, x))

satisfies

ξl(x) = e(⟨x, l⟩(g)MI).

Hence, we have ξl = ξl+lMI
for any lMI ∈ (L(g))#MI, and ξl(x) = ξl(x+ lMI) for any

lMI ∈ L
(g)
MI. The assignment l 7→ ξl induces a group isomorphism

(L(g))#/(L(g))#MI
∼→ Hom(L

(g)
MI ⊗Z

C×,C×)

where the target is the character group of the algebraic torus L
(g)
MI ⊗Z

C× over C. We

shall denote ξl by ξl̄ if l̄ is the image of l under the canonical surjection (L(g))# ↠
(L(g))#/(L(g))#MI.
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After the holomorphic change of coordinates

Vh ×C → Vh ×C : (x,w) 7→ (x, w e(− 1
2 sgn(h)Bh,g(x, x))),

the line bundle Lh,g becomes the quotient of Vh ×C by the action of L(g) defined

by sending l ∈ L(g) to the holomorphic map Vh ×C → Vh ×C defined by

(2.6.2) (x,w) 7→ (x+ l, w e( 12 sgn(h)Hh,g(l, l) + sgn(h)Hh,g(l, x))

e(− 1
2 sgn(h)(Bh,g(x+ l, x+ l)−Bh,g(x, x))))

= (x+ l, w e(− 1
2 sgn(h)(Bh,g −Hh,g)(l, l)− sgn(h)(Bh,g −Hh,g)(l, x))).

If l ∈ L
(g)
MI, then (Bh,g − Hh,g)(l, l) = (Bh,g − Hh,g)(l, x) = 0 by Lemma 2.6.1.

Therefore, any holomorphic section f(x) of the modified line bundle is periodic

under translation by L
(g)
MI, so that

f(x) =
∑

l̄∈(L(g))#/(L(g))#MI

cl̄ ξl̄(x)

for some uniquely determined coefficients cl̄ ∈ C.
For any l̄′ ∈ L(g)/L

(g)
MI, take any representative l′ ∈ L(g) mapping to l̄′ under the

canonical surjection, we obtain

f(x+ l′) = f(x) e(− 1
2 sgn(h)(Bh,g −Hh,g)(l

′, l′)) e(− sgn(h)(Bh,g −Hh,g)(l
′, x))

= f(x) ξ− sgn(h)l̄′(l
′) ξ−2 sgn(h)l̄′(x).

Comparing the coefficients of ξl̄(x) in

f(x+ l) =
∑

l̄∈(L(g))#/(L(g))#MI

cl̄ ξl̄(x+ l′) =
∑

l̄∈(L(g))#/(L(g))#MI

cl̄ ξl̄(l
′) ξl̄(x)

and

f(x) ξ− sgn(h)l̄′(l
′) ξ−2 sgn(h)l̄′(x)

=
∑

l̄∈(L(g))#/(L(g))#MI

cl̄ ξ− sgn(h)l̄′(l
′) ξl̄−2 sgn(h)l̄′(x)

=
∑

l̄∈(L(g))#/(L(g))#MI

cl̄+2 sgn(h)l̄′ ξ− sgn(h)l̄′(l
′) ξl̄(x),

we obtain the relation

(2.6.3) cl̄+2 sgn(h)l̄′ = cl̄ ξl̄+sgn(h)l̄′(l
′).

Lemma 2.6.4. Any infinite sum f(x) =
∑

l̄∈(L(g))#/(L(g))#MI

cl̄ ξl̄(x) satisfying the

relation (2.6.3) converges absolutely and uniformly over compact subsets of Vh.

Proof. By Lemma 2.6.1, if we treat l and l′ as elements on L
(g)
MI ⊗Z

C, then

ξl̄+sgn(h)l̄′(l
′) = e( 12 (Bh,g −Hh,g)(l + sgn(h)l′, l′)).

If we treat l̄ and l̄′ as elements of (L/LMI)⊗
Z
Q, with basis given by {fi}i∈I , then

we can rewrite the above formula as

ξl̄+sgn(h)l̄′(l
′) = e(2π

√
−1 r t(l + sgn(h)l′)Ωhl

′).
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Since sgn(h) ImΩh is positive-definite, and since

Im( t(l + sgn(h)l′)Ωhl
′) = t(l + sgn(h)l′)(ImΩh)l

′

= sgn(h) t( 12 l + sgn(h)l′)(ImΩh)(
1
2 l + sgn(h)l′)− sgn(h) t( 12 l)(ImΩh)(

1
2 l),

we see that ∥ Im[ t(l + sgn(h)l′)Ωhl
′]∥ and ∥l′∥2 are comparable up to a constant

ratio when ∥l′∥ → ∞. Now the rest of the proof is elementary. □

Corollary 2.6.5. Let {l̄(j)}j∈J be a complete set of representatives of

[(L(g))#/(L(g))#MI] / [2(L
(g)/L

(g)
MI)].

Then, for each j ∈ J , the infinite sum

θ
(j)
h,g(x) :=

∑
l̄∈L(g)/L

(g)
MI

ξl̄(j)+sgn(h)l̄(Ωh(l̄)) ξl̄(j)+2 sgn(h)l̄(x)

converges absolutely and uniformly over compact subsets of Vh, and defines a holo-
morphic function over Vh, varying holomorphically with respect to h. The collection

{θ(j)h,g(x)}j∈J forms a C-basis of Γ(Gh,g,Lh,g). In particular, we have

dimC Γ(Gh,g,Lh,g) = [((L(g))#/(L(g))#MI) : 2(L
(g)/L

(g)
MI)] = [12 (L

(g))# : L(g)]1/2.

3. Analytic toroidal compactifications

3.1. Rational boundary components. Here we assume that the reader is fa-
miliar with the notion of rational boundary components of Hermitian symmetric
spaces. (See for example the summaries in [4] or [11].)

Lemma 3.1.1. Let us fix a choice of an element g ∈ G(A∞). Let L(g) denote the

O-lattice in L⊗
Z
Q such that L(g) ⊗

Z
Ẑ corresponds naturally to the O⊗

Z
Ẑ-submodule

g(L⊗
Z
Ẑ) of L⊗

Z
A∞. Consider the five sets formed respectively by the following five

types of data on (L, ⟨ · , · ⟩, h0):

(1) A rational boundary component of X0 (as in [4, 3.5]). (For compatibility
with formation of products, it is necessary to include X0 itself as a rational
boundary component.)

(2) An O⊗
Z
Q-submodule V−2 of L⊗

Z
Q that is totally isotropic under the pairing

⟨ · , · ⟩.
(3) An increasing filtration V = {V−i}i∈Z of L⊗

Z
Q satisfying the following con-

ditions:
(a) V−3 = 0 and V0 = L⊗

Z
Q.

(b) Each graded piece GrV−i := V−i/V−i−1 is an O⊗
Z
Q-module. (In this

case, the filtration V is admissible.)
(c) V−1 and V−2 are annihilators of each other under the pairing ⟨ · , · ⟩.

(In this case, the filtration V is symplectic.)

(4) An O-sublattice F
(g)
−2 of L(g), with L(g)/F

(g)
−2 torsion-free, that is totally

isotropic under the pairing ⟨ · , · ⟩.
(5) An increasing filtration F(g) = {F(g)−i }i∈Z of L(g) satisfying the following

conditions:
(a) F

(g)
−3 = 0 and F

(g)
0 = L(g).
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(b) Each graded piece GrF
(g)

−i := F
(g)
−i /F

(g)
−i−1 is an O-lattice, admitting an

splitting ε(g) : GrF
(g)

:= ⊕
−i∈Z

GrF
(g)

−i
∼→ L(g). (In this case, the filtration

F(g) is admissible.)

(c) F
(g)
−1 and F

(g)
−2 are annihilators of each other under the pairing ⟨ · , · ⟩(g) :

L(g) ×L(g) → Z(1). (In this case, the filtration F(g) is symplectic.)

(We allow parabolic subgroups to be the whole group, and we allow totally isotropic
submodules to be zero.) Then the five sets are in canonical bijections with each
other.

Proof. As explained in [4, 3.5], the rational boundary components of X0 correspond
bijectively to the rational parabolic subgroups of G⊗

Z
Q each of whose images in

the Q-simple quotients of G⊗
Z
Q is either a maximal proper parabolic subgroup

or the whole group. For simplicity, let us call temporarily such rational parabolic
subgroups maximal. Given any such rational parabolic subgroup of G⊗

Z
Q, the

action of the Lie algebra of its unipotent radical defines an isotropic filtration V

of L⊗
Z
Q. By maximality of the parabolic subgroup, we see that V is determined

by its largest totally isotropic filtered piece. Now the equivalences among the
maximal rational parabolic subgroups and the remaining objects in the lemma is
elementary. □

For each g ∈ G(A∞), let L(g) denote the O-lattice in L⊗
Z
Q such that L(g) ⊗

Z
Ẑ

corresponds naturally to the O⊗
Z
Ẑ-submodule g(L⊗

Z
Ẑ) of L⊗

Z
A∞. Then the as-

signment

V−2 7→ V = {V−i}i∈Z

7→ F(g) := {F(g)−i := V−i ∩L(g)}i∈Z

7→ Z(g) := {Z(g)−i := g−1(F
(g)
−i ⊗Z

Ẑ)}i∈Z = {(g−1(V−i ⊗
Q
A∞))∩(L⊗

Z
Ẑ)}i∈Z

defines an injection from the set of rational boundary components of X0 to the set
of fully symplectic admissible filtrations of L⊗

Z
Ẑ. (See [23, Def. 5.2.7.1].)

The action of G(Q) on X×G(A∞) induces an action of G(Q) on {V}×G(A∞).

Definition 3.1.2. A rational boundary component of X×G(A∞) is a G(Q)-orbit
of some pair (V, g).

By the explicit definition above, pairs in the G(Q)-orbit of (V, g) define the

same fully symplectic admissible filtration of L⊗
Z
Ẑ. This induces a map from the

set of rational boundary components of X×G(A∞) to the set of fully symplectic

admissible filtrations of L⊗
Z
Ẑ. However, this map is generally far from injective.

For example, if u ∈ G(Ẑ) is an element preserving V−2,A∞ := V−2 ⊗
Q
A∞, then

(V, g) and (V, gu) define the same filtration Z(g) = Z(gu). For the purpose of study-
ing toroidal compactifications, it is important to distinguish (V, g) and (V, gu) by
supplying a rigidification on the rational structure of V−2. For each given (V, g), let

us define a torus argument Φ(g) = (X(g), Y (g), ϕ(g), φ
(g)
−2, φ

(g)
0 ) for Z(g) as follows:
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(1) X(g) := HomZ(F
(g)
−2,Z(1)) = HomZ(GrF

(g)

−2 ,Z(1)).
(2) Y (g) := GrF

(g)

0 = F
(g)
0 /F

(g)
−1.

(3) ϕ(g) : Y (g) ↪→ X(g) is equivalent to the nondegenerate pairing

⟨ · , · ⟩(g)20 : GrF
(g)

−2 ×GrF
(g)

0 → Z(1)

induced by ⟨ · , · ⟩(g) : L(g) ×L(g) → Z(1), with the sign convention

⟨x, y⟩(g)20 = ϕ(g)(y)(x).

(4) φ
(g)
−2 : GrZ

(g)

−2
∼→ HomẐ(X

(g) ⊗
Z
Ẑ, Ẑ(1)) is the composition

GrZ
(g)

−2

Gr−2(g)
∼→ GrF

(g)

−2 ⊗
Z
Ẑ ∼→ HomẐ(X

(g) ⊗
Z
Ẑ, Ẑ(1)).

(5) φ
(g)
0 : GrZ

(g)

0
∼→ Y (g) ⊗

Z
Ẑ is the composition

GrZ
(g)

0

Gr0(g)
∼→ GrF

(g)

0 ⊗
Z
Ẑ ∼→ Y (g) ⊗

Z
Ẑ.

Finally, by Condition 1.2.5 and the fact that maximal orders over Dedekind domains
are hereditary ([29, Thm. 21.4 and Cor. 21.5]), for any (V, g), the associated filtration

F(g) of L(g) is split by some splitting ε(g) : GrF
(g) ∼→ L(g). Each splitting ε(g) defines

by base extension a splitting ε(g) ⊗
Z
Ẑ : GrF

(g)

⊗
Z
Ẑ ∼→ L(g) ⊗

Z
Ẑ = g(L⊗

Z
Ẑ), and hence

by composition with Gr(g) and g−1 a splitting δ(g) : GrZ
(g) ∼→ L⊗

Z
Ẑ. This defines

an assignment

(V, g, ε(g)) 7→ (Z(g),Φ(g), δ(g)).

Let us define two triples (V, g, ε(g)) and (V′, g′, (ε(g))′) to be equivalent if V = V′ and
g = g′, and define two triples (Z,Φ, δ) and (Z′,Φ′, δ′) to be equivalent if Z = Z′ and if
the torus arguments Φ = (X,Y, ϕ, φ−2, φ0) and Φ′ = (X ′, Y ′, ϕ′, φ′

−2, φ
′
0) are equiv-

alent in the sense that there exists some pair of isomorphisms (γX : X ′ ∼→ X, γY :

Y
∼→ Y ′) matching the remaining data. By definition, the equivalence classes

[(V, g, ε(g))] of triples (V, g, ε(g)) correspond exactly to the pairs (V, g) they define
by forgetting the splitting ε(g). On the other hand, let us denote by [(Z(g),Φ(g), δ(g))]
the equivalence class defined by (Z(g),Φ(g), δ(g)), and let us call them the cusp labels
for (L, ⟨ · , · ⟩, h0).

Now we have the assignment (V, g) 7→ [(Z(g),Φ(g), δ(g))] induced by the assign-
ment (V, g, ε(g)) 7→ (Z(g),Φ(g), δ(g)). This assignment is still not injective in general,
but will suffice for our purpose.

For any Q-algebra R, let us write V−i,R := V−i ⊗
Q
R and GrV−i,R := V−i,R/V−i−1,R.

Similarly, for any Z-algebra R, let us write F
(g)
−i,R := F

(g)
−i ⊗Z

R and GrF
(g)

−i,R :=

F
(g)
−i,R/F

(g)
−i−1,R.

To each boundary component represented by (V, g), the symplectic filtration V

induces a symplectic lattice (GrV−1, ⟨ · , · ⟩11), and the associated symplectic filtra-

tion F(g) on L(g) induces a symplectic lattice (GrF
(g)

−1 , ⟨ · , · ⟩(g)11 ). It is clear that

(GrF
(g)

−1 ⊗
Z
Q, ⟨ · , · ⟩(g)11 )

∼= (GrV−1, ⟨ · , · ⟩11).



22 KAI-WEN LAN

Any h ∈ X defines a complex structure h(
√
−1) on L⊗

Z
R, inducing an iso-

morphism L⊗
Z
R ∼→ Vh = (L⊗

Z
C)/Ph. Since F

(g)
−2,R is totally isotropic, and since

− sgn(h)
√
−1 ⟨ · , h(

√
−1) · ⟩ is positive definite, we have F

(g)
−2,R ∩h(

√
−1)(F

(g)
−2,R) =

{0}. Then h defines a C-linear embedding F
(g)
−2,C ↪→ Vh, such that the composition

F
(g)
−2,R

h(
√
−1)→ L⊗

Z
R ↠ GrF

(g)

0,R is an isomorphism of O⊗
Z
R-modules. By abuse of no-

tation, we shall denote the image of the above embedding F
(g)
−2,C ↪→ Vh as F

(g)
−2,h(C).

Let (F
(g)
−2,h(C))

⊥ := {x ∈ L⊗
Z
R : ⟨x, y⟩ = 0,∀y ∈ F

(g)
−2,h(C)}. Then we obtain an

orthogonal direct sum

(3.1.3) (L⊗
Z
R, ⟨ · , · ⟩) ∼= (F

(g)
−2,h(C), ⟨ · , · ⟩|F(g)−2,h(C)

)
⊥
⊕((F

(g)
−2,h(C))

⊥, ⟨ · , · ⟩|
(F

(g)

−2,h(C))
⊥),

which induces an isomorphism

(3.1.4) ((F
(g)
−2,h(C))

⊥, ⟨ · , · ⟩|
(F

(g)

−2,h(C))
⊥)

∼→ (GrF
(g)

−1,R, ⟨ · , · ⟩
(g)
11,R)

of symplectic O⊗
Z
R-modules. Since h(

√
−1) preserves F

(g)
−2,h(C), the relation

⟨h(
√
−1)x, h(

√
−1)y⟩ = ⟨x, y⟩

for every x, y ∈ L⊗
Z
R shows that h(

√
−1) also preserves (F

(g)
−2,h(C))

⊥. As a result,

the restriction of h(
√
−1) defines a complex structure on (F

(g)
−2,h(C))

⊥, which corre-

sponds by the isomorphism (3.1.4) (and Lemma 2.1.2) to a sgn(h)-polarization h−1

on (GrF
(g)

−1,R, ⟨ · , · ⟩
(g)
−1,R), such that

(3.1.5) ((F
(g)
−2,h(C))

⊥, ⟨ · , · ⟩|
(F

(g)

−2,h(C))
⊥ , h|(F(g)−2,h(C))

⊥)
∼→ (GrF

(g)

−1,R, ⟨ · , · ⟩
(g)
11,R, h−1)

is an isomorphism of polarized symplectic O⊗
Z
R-modules. If sgn(h) = 1, then

sgn(h−1) = 1. Hence the triple (GrF
(g)

−1 , ⟨ · , · ⟩(g), h−1) is a PEL-type O-lattice.
(This is in particular the case for h = h0.)

Lemma 3.1.6. With notations as in [23, Rem. 5.2.7.2] (with h there replaced with

h0 here), the PEL-type O-lattice (GrF
(g)

−1 , ⟨ · , · ⟩(g), (h0)−1) qualifies as a (noncanon-

ical) choice of (LZ(g) , ⟨ · , · ⟩Z(g) , hZ(g)0 ), so that (GrZ
(g)

−1 , ⟨ · , · ⟩11) ∼= (GrF
(g)

−1,Ẑ, ⟨ · , · ⟩
(g)
11 )

and (GrZ
(g)

−1,R, ⟨ · , · ⟩
(g)
11,R, (h0)−1)

∼→ (GrF
(g)

−1,R, ⟨ · , · ⟩
(g)
11 , (h0)−1). (See Remark

3.1.7 below for the justification of notations.) In particular, at any neat level

H, the scheme M
Z
(g)
H

H can be identified with the moduli problem defined by

(GrF
(g)

−1 , ⟨ · , · ⟩(g), (h0)−1) at a suitable level (H′′
−1, to be introduced in §3.4 below).

Remark 3.1.7. The notation (h0)−1 appeared twice in the second isomorphism in
Lemma 3.1.6. Nevertheless, their constructions are identical because we have to use

F
(g)
−2,R = HomR(X

(g) ⊗
Z
R,R(1)) ↪→ L⊗

Z
R to define (h0)−1 for (GrZ

(g)

−1,R, ⟨ · , · ⟩
(g)
11,R) in

[23, Prop. 5.1.2.2]. This is why we allow such an identification.
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3.2. Siegel domains of third kind. In this section, let us fix a choice of a triple
(V, g, ε(g)) inducing a rational boundary component of X×G(A∞). Let F(g) be asso-

ciated with (V, g) as in §3.1. Let us define the group functor G(g) by (L(g), ⟨ · , · ⟩(g))
as in Definition 1.1.2, with the canonical identification L⊗

Z
Q ∼= L(g) ⊗

Z
Q matching

G⊗
Z
Q ∼= G(g) ⊗

Z
Q functorially.

Definition 3.2.1. With settings as above, let us define the following subquotients
(i.e., quotients of subgroups) of G(g)(R), for any Z-algebra R:

PF(g)(R) := {(p, r) ∈ G(g)(R) : p(F(g)) = F(g)},

P′
F(g)(R) := {(p, r) ∈ P(g)(R) : Gr−2(p) = r Id

GrF
(g)

−2

and Gr0(p) = Id
GrF

(g)

0

},

ZF(g)(R) := {(p, r) ∈ PF(g) : Gr−1(p) = Id
GrF

(g)

−1

and r = 1},

UF(g)(R) := {(p, r) ∈ PF(g) : Gr(p) = Id
GrF

(g) and r = 1},

Gh,F(g)(R) :=

{
(p−1, r−1) ∈ GLO⊗

Z
R(GrF

(g)

−1,R)×Gm(R) :

∃(p, r) ∈ PF(g) s.t. Gr−1(p) = p−1 and r = r−1

}
,

Gl,F(g)(R) :=

{
(p−2, p0) ∈ GLO⊗

Z
R(GrF

(g)

−2,R)×GLO⊗
Z
R(GrF

(g)

0,R ) :

∃(p, r) ∈ ZF(g)(R) s.t. Gr−2(p) = p−2 and Gr0(p) = p0

}
,

U2,F(g)(R) :=

 p20 ∈ HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−2,R) :

∃(p, 1) ∈ UF(g)(R) s.t. (ε(g))−1 ◦ p ◦ ε(g) =
(

1 p20

1
1

)
 ,

U1,F(g)(R) :=


(p21, p10) ∈

HomO⊗
Z
R(GrF

(g)

−1,R,GrF
(g)

−2,R)

×HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−1,R)
:

∃(p, 1) ∈ UF(g)(R) s.t. (ε(g))−1 ◦ p ◦ ε(g) =
( 1 p21 p20

1 p10

1

)
, some p20

 .

Lemma 3.2.2. By definition, there are natural inclusions U2,F(g) ⊂ UF(g) ⊂ ZF(g) ⊂
PF(g) ⊂ G(g) and UF(g) ⊂ P′

F(g)
⊂ PF(g) , and natural exact sequences:

1 → ZF(g) → PF(g) → Gh,F(g) → 1,

1 → UF(g) → ZF(g) → Gl,F(g) → 1,

1 → U2,F(g) → UF(g) → U1,F(g) → 1,

1 → P′
F(g) → PF(g) → Gl,F(g) → 1,

1 → UF(g) → P′
F(g) → Gh,F(g) → 1.

The symplectic isomorphisms (3.1.3) and (3.1.5) define an assignment h 7→ h−1

from ±-polarizations of (L(g) ⊗
Z
R, ⟨ · , · ⟩(g)) to ±-polarizations of (GrF

(g)

−1,R, ⟨ · , · ⟩
(g)

),

satisfying sgn(h) = sgn(h−1), which is equivariant with respect to the action of the
subgroup PF(g)(R) of G(R) = G(g)(R). Recall that X = G(R)h0 = G(R)/U∞, where
U∞ = CentG(R)(h0) is known to be maximal compact modulo center. Therefore, by
Iwasawa decomposition, X = PF(g)(R) h0. If we set PF(g)(R)0 := PF(g)(R)∩G(R)0
and PF(g)(Q)0 := PF(g)(Q)∩G(Q)0, then we have X0 = PF(g)(R)0 h0. Let us set

XF(g) := Gh,F(g)(R) ((h0)−1, sgn(h0)), with Gh,F(g)(R) acting on sgn(h0) by the

signs of the similitudes. Let XF(g)

0 be the connected component of XF(g) containing
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((h0)−1, sgn(h0)), and let Gh,F(g)(R)0 be the subgroup of Gh,F(g)(R) stabilizing XF(g)

0 .

Since sgn(h0) is a constant on XF(g)

0 , we shall also write XF(g)

0 = Gh,F(g)(R)0 (h0)−1.
Then we have:

Lemma 3.2.3. The assignment h 7→ h−1 defines an PF(g)(R)0-equivariant mor-
phism

X0 = PF(g)(R)0 h0 ↠ XF(g)

0 = Gh,F(g)(R)0 (h0)−1

of complex manifolds (with PF(g)(R)0-actions).

The composition of O-equivariant morphisms

GrF
(g)

ε(g)
∼→ L(g) can.→ L⊗

Z
R

(3.1.3)
∼→ F

(g)
−2,h(C) ⊕(F

(g)
−2,h(C))

⊥
can.⊕ (3.1.5)

∼→ GrF
(g)

−2,C ⊕GrF
(g)

−1,R .

defines in particular a collection of morphisms

ε
(g)
22 (h) : GrF

(g)

−2 → GrF
(g)

−2,h(C), ε
(g)
12 (h) : GrF

(g)

−2 → GrF
(g)

−1,R,

ε
(g)
21 (h) : GrF

(g)

−1 → GrF
(g)

−2,h(C), ε
(g)
11 (h) : GrF

(g)

−1 → GrF
(g)

−1,R,

ε
(g)
20 (h) : GrF

(g)

0 → GrF
(g)

−2,h(C), ε
(g)
10 (h) : GrF

(g)

0 → GrF
(g)

−1,R .

By construction, we know:

Lemma 3.2.4. The morphisms ε
(g)
22 (h) and ε

(g)
11 (h) are the canonical embeddings,

and ε
(g)
12 (h) = 0, all being independent of h. The polarization h is completely

determined by the morphisms h−1, ε
(g)
21 (h), ε

(g)
20 (h), and ε

(g)
10 (h), together with the

sign sgn(h) that it defines.

It remains to understand how the morphisms ε
(g)
21 (h), ε

(g)
20 (h), and ε

(g)
10 (h) vary

with h, or equivalently with the action of PF(g)(R). By Lemma 3.2.2, we shall
analyze step by step the actions of U2,F(g)(R), UF(g)(R), ZF(g)(R), and PF(g)(R).

Lemma 3.2.5. Let us identify both U2,F(g)(R) and {ε(g)20 (h)}h∈X canonically as
subsets of the group

HomO(GrF
(g)

0 ,GrF
(g)

−2,C)
can.
∼→ HomO⊗

Z
R(GrF

(g)

0,R ,GrF
(g)

−2,C),

and identify both U1,F(g)(R) and {(ε(g)21 (h), ε
(g)
10 (h))}h∈X canonically as subsets of the

group

HomO(GrF
(g)

−1 ,GrF
(g)

−2,R)×HomO(GrF
(g)

0 ,GrF
(g)

−1,R)
can.
∼→ HomO⊗

Z
R(GrF

(g)

−1,R,GrF
(g)

−2,R)×HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−1,R).

Then the following are true:

(1) The group U2,F(g)(R) acts by translations on {ε(g)20 (h)}h∈X.

(2) The group U1,F(g)(R) acts by translations on {(ε(g)21 (h), ε
(g)
10 (h))}h∈X.

(3) For each h ∈ X, Im ε
(g)
20 (h) ∈ U2,F(g)(R).

Proof. Only (3) is not obvious. We need to show that, if we define (p, 1) ∈

GLO⊗
Z
R(L⊗

Z
R)×Gm(R) by (ε(g))−1 ◦p◦ ε(g) =

(
1 Im ε

(g)
20 (h)

1
1

)
, then (p, 1) defines



COMPARISON BETWEEN COMPACTIFICATIONS 25

an element of G(g)(R). That is, we need to show that ⟨px, py⟩ = ⟨x, y⟩ for any x, y ∈
L⊗

Z
R. Let us write x = ε(g)(x−2, x−1, x0) and y = ε(g)(y−2, y−1, y0). Then px =

ε(g)(x−2 + Im ε
(g)
20 (h)(x0), x−1, x0) and py = ε(g)(y−2 + Im ε

(g)
20 (h)(y0), y−1, y0). Us-

ing the decomposition (3.1.3), we write ε(g)(0, 0, x0) = x1+h(
√
−1)x2+x3 for some

x1, x2 ∈ F
(g)
−2,R and x3 ∈ (F

(g)
−2,h(C))

⊥, and we write ε(g)(0, 0, y0) = y1+h(
√
−1)y2+y3

for some y1, y2 ∈ F
(g)
−2,R and y3 ∈ (F

(g)
−2,h(C))

⊥. Then Im ε
(g)
20 (h)(x0) = x2 and

Im ε
(g)
20 (h)(y0) = y2. Since (F

(g)
−2,R)

⊥ = F
(g)
−2,R + (F

(g)
−2,h(C))

⊥, we have

⟨px, py⟩ − ⟨x, y⟩ = ⟨ε(g)(Im ε
(g)
20 (h)(x0), 0, 0), ε

(g)(0, 0, y0)⟩

+ ⟨ε(g)(0, 0, x0), ε
(g)(Im ε

(g)
20 (h)(x0), 0, 0)⟩

= ⟨x2, y1 + h(
√
−1)y2 + y3⟩+ ⟨x1 + h(

√
−1)x2 + x3, y2⟩

= ⟨x2, h(
√
−1)y2⟩+ ⟨h(

√
−1)x2, y2⟩ = 0,

as desired. □

Combining Lemmas 3.2.4 and 3.2.5, we obtain:

Proposition 3.2.6. If we consider X0 as a subset of the set of O-equivariant
complex structures on L⊗

Z
R, so that U2,F(g)(C)X0 makes sense, then the morphisms

U2,F(g)(C) X0 → XF(g)

2 := {(ε(g)20 (h), (ε
(g)
21 (h), ε

(g)
10 (h)), h−1)}h∈X0

→ XF(g)

1 := {((ε(g)21 (h), ε
(g)
10 (h)), h−1)}h∈X0

→ XF(g)

0 = {h−1}h∈X0

(3.2.7)

of real manifolds defined by the assignments

h 7→ (ε
(g)
20 (h), (ε

(g)
21 (h), ε

(g)
10 (h)), h−1)

7→ ((ε
(g)
21 (h), ε

(g)
10 (h)), h−1)

7→ h−1

make the first morphism in (3.2.7) a bijection, the second morphism in (3.2.7) a tor-
sor under U2,F(g)(C), and the third morphism in (3.2.7) a torsor under U1,F(g)(R).
We shall denote the second and third morphisms in (3.2.7) by π2 and π1, respec-
tively. The composition π1 ◦ π2 will be denoted by π.

Corollary 3.2.8. There is a canonical PF(g)(R)0-equivariant isomorphism

U2,F(g)(C) X0
∼= U2,F(g)(C)×U1,F(g)(R)×XF(g)

0

of real manifolds (with PF(g)(R)-actions), which is up to a sign convention (and
with reversed order) the isomorphism D(F ) ∼= U(F )C ×V (F )×F in [2, p. 235].

Under this isomorphism, the subset {Im ε
(g)
20 (h)}h∈X0

of U2,F(g)(R) corresponds to
the set C(F ) in [2, p. 227]. (See also [2, p. 233].) The morphisms among the
connected components induced by our π2, π1, and π in Proposition 3.2.6 correspond
respectively to the morphisms π′

F , pF , and πF in [2, p. 237].

Lemma 3.2.9. The second projection

HomO(GrF
(g)

−1 ,GrF
(g)

−2,R)×HomO(GrF
(g)

0 ,GrF
(g)

−1,R) ↠ HomO(GrF
(g)

0 ,GrF
(g)

−1,R)
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induces an isomorphism

U1,F(g)(R)
∼→ HomO(GrF

(g)

0 ,GrF
(g)

−1,R).

Proof. By definition, an element

(p21, p10) ∈ HomO⊗
Z
R(GrF

(g)

−1,R,GrF
(g)

−2,R)×HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−1,R)

defines an element of U1,F(g)(R) if and only if there exists (p, 1) ∈ UF(g) such that

(ε(g))−1 ◦ p ◦ ε(g) =
( 1 p21 p20

1 p10

1

)
for some p20. Suppose x = ε(g)(x−2, x−1, x0) and

y = ε(g)(y−2, y−1, y0). Then

⟨px, py⟩(g) − ⟨x, y⟩(g) = ⟨p21(x−1), y0⟩(g)20 + ⟨x−1, p10(y0)⟩(g)11 − ⟨p21(y−1), x0⟩(g)20

− ⟨y−1, p10(x0)⟩(g)11 + ⟨p20(x0), y0⟩(g)20 − ⟨p20(y0), x0⟩(g)20 + ⟨p10(x0), p10(y0)⟩(g)11 .

Since ⟨ · , · ⟩(g)20 : GrF
(g)

−2,R ×GrF
(g)

0,R → R(1) and ⟨ · , · ⟩(g)11 : GrF
(g)

−1,R ×GrF
(g)

−1,R → R(1) are
perfect pairings, setting x0 = 0 shows that p21 is determined by p10 if (p, 1) ∈ UF(g) .

Conversely, for any given p10 in HomO(GrF
(g)

0 ,GrF
(g)

−1,R), there exists p21 such that

⟨p21(x−1), y0⟩(g)20 + ⟨x−1, p10(y0)⟩(g)11 = 0 for any x−1 ∈ GrZ
(g)

−1,R and y0 ∈ GrZ
(g)

0,R . To
verify that (p21, p10) defines an element of U1,F(g)(R), we claim that there exists

p20 ∈ HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−2,R) such that

⟨p20(x0), y0⟩(g)20 − ⟨p20(y0), x0⟩(g)20 + ⟨p10(x0), p10(y0)⟩(g)11 = 0

for any x0, y0 ∈ GrZ
(g)

0,R . Since char(R) ̸= 2, the alternating pairing ⟨p10( · ), p10( · )⟩(g)11

can be written as the difference between a pairing and its transpose. Hence the

claim follows from the perfectness of ⟨ · , · ⟩(g)20 : GrF
(g)

−2,R ×GrF
(g)

0,R → R(1). □

Corollary 3.2.10. If we equip π−1
1 (h−1) with the complex structure defined by h−1

for every h−1 ∈ XF(g) , then the torsor π1 : XF(g)

1 → XF(g)

0 under U1,F(g)(R) becomes a

complex vector bundle over XF(g)

0 such that the translation actions of U1,F(g)(R) on
the fibers vary holomorphically with h−1.

Remark 3.2.11. Corollary 3.2.10 corresponds to the statements in [2, p. 238].
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3.3. Arithmetic quotients. Let us define the following subquotients of Γ
(g)
H :

ΓF(g)

H := Γ
(g)
H ∩PF(g)(Q) = (gHg−1)∩PF(g)(Q)0,

ΓF(g),′
H := Γ

(g)
H ∩PF(g)(Q) = (gHg−1)∩P′

F(g)(Q)0,

ΓF(g),Z
H := ΓF(g)

H ∩ZF(g)(Q),

ΓF(g),h,+
H := image of ΓF(g)

H under the homomorphism PF(g)(Q) ↠ Gh,F(g)(Q),

ΓF(g),h
H := image of ΓF(g),′

H under the homomorphism P′
F(g)(Q) ↠ Gh,F(g)(Q),

ΓF(g),l
H := image of ΓF(g)

H under the homomorphism PF(g)(Q) ↠ Gl,F(g)(Q),

ΓF(g),l,−
H := image of ΓF(g),Z

H under the homomorphism ZF(g)(Q) ↠ Gl,F(g)(Q),

ΓF(g),U
H := ΓF(g)

H ∩UF(g)(Q),

ΓF(g),U2

H := ΓF(g)

H ∩U2,F(g)(Q)

ΓF(g),U1

H := image of ΓF(g),U
H under the homomorphism UF(g)(Q) ↠ U2,F(g)(Q)

Remark 3.3.1. The groups ΓF(g)

H and ΓF(g),U2

H correspond to the groups ΓF and

U(F )Z in [2, p. 248]. However, the group ΓF(g),l
H might differ from the group Γ̄F there

by the quotient of a finite subgroup that acts trivially by conjugation on U2(C).
Such a difference is harmless in the theory of toroidal compactifications, because the
admissibility of cone decompositions is only determined by the conjugation actions
of the groups on U2(C).

Lemma 3.3.2. By definition, there are natural inclusions ΓF(g),U2

H ⊂ ΓF(g),U
H ⊂

ΓF(g),Z
H ⊂ ΓF(g)

H ⊂ Γ
(g)
H and ΓF(g),U

H ⊂ ΓF(g),′
H ⊂ ΓF(g)

H , and natural exact sequences:

1 → ΓF(g),Z
H → ΓF(g)

H → ΓF(g),h,+
H → 1,

1 → ΓF(g),U
H → ΓF(g),′

H → ΓF(g),h
H → 1,

1 → ΓF(g),′
H → ΓF(g)

H → ΓF(g),l
H → 1,

1 → ΓF(g),U
H → ΓF(g),Z

H → ΓF(g),l,−
H → 1,

1 → ΓF(g),U2

H → ΓF(g),U
H → ΓF(g),U1

H → 1.

Lemma 3.3.3. The splitting ε(g) : GrF
(g) ∼→ L(g) defines an isomorphism

PF(g)(Q)/UF(g)(Q) ∼= Gl,F(g)(Q)×Gh,F(g)(Q)

mapping ΓF(g)

H /ΓF(g),U
H isomorphically to a subgroup of ΓF(g),l

H ×ΓF(g),h,+
H containing

ΓF(g),l,−
H ×ΓF(g),h

H . The two projections then induce isomorphisms ΓF(g),l
H /ΓF(g),l,−

H
∼=

(ΓF(g)

H /ΓF(g),U
H )/(ΓF(g),l,−

H ×ΓF(g),h
H ) ∼= ΓF(g),h,+

H /ΓF(g),h
H . When H = U(n), we have

ΓF(g),l
U(n) = ΓF(g),l,−

U(n) and ΓF(g),h,+
U(n) = ΓF(g),h

U(n) , and hence the above mapping defines an

isomorphism ΓF(g)

U(n)/Γ
F(g),U
U(n)

∼= ΓF(g),l
U(n) ×ΓF(g),h

U(n) .
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Now we have the following diagram of canonical morphisms:

XF(g)

2

π2 //

quot. by Γ
F(g),U2
H

��

XF(g)

1

π1 //

��

XF(g)

0

��

ΓF(g),U2

H \XF(g)

2
//

quot. by Γ
F(g),U1
H

��

XF(g)

1
//

��

XF(g)

0

��

ΓF(g),U
H \XF(g)

2
//

quot. by ΓF(g),h
H

��

ΓF(g),U1

H \XF(g)

1
//

��

XF(g)

0

��

ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ) //

quot. by ΓF(g),l
H

��

ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ) //

��

ΓF(g),h
H \XF(g)

0

��

ΓF(g)

H \XF(g)

2
// (ΓF(g)

H /ΓF(g),U
H )\(ΓF(g),U1

H \XF(g)

1 ) // ΓF(g),h,+
H \XF(g)

0

(For the bottom-right vertical arrow, we use the isomorphism ΓF(g),l
H /ΓF(g),l,−

H
∼=

(ΓF(g)

H /ΓF(g),U
H )/(ΓF(g),l,−

H ×ΓF(g),h
H ) ∼= ΓF(g),h,+

H /ΓF(g),h
H in Lemma 3.3.3.)

3.4. The morphism ΓF(g),h
H \XF(g)

0 → ΓF(g),h,+
H \XF(g)

0 . Let Gr−1 : PF(g) → Gh,F(g) be
canonical homomorphism defined by taking Gr−1 (and keeping the similitude ν).
Let H−1 := Gr−1((gHg−1)∩PF(g)(A∞)), H′

−1 := Gr−1((gHg−1)∩P′
F(g)

(A∞)), and

H′′
−1 := Gr−1((gHg−1)∩(Gl,F(g)(Q)⋉ P′

F(g)
(A∞))) for any open compact subgroup

H of G(Ẑ), which satisfy H′
−1 ⊂ H′′

−1 ⊂ H−1. By the same arguments in §2.4, there
is a holomorphic family (Ahol, λAhol

, iAhol
, φ−1,H,hol) over

ShF
(g)

H := Gh,F(g)(Q)\XF(g) ×Gh,F(g)(A∞)/H′′
−1

defined by varying the complex structure h−1 on the real torus GrZ
(g)

−1,R /GrF
(g)

−1

with polarization given by ⟨ · , · ⟩11. Let us denote by M
Z
(g)
H

H,C the pullback of the

moduli problem M
Z
(g)
H

H (see Lemma 3.1.6) to C, which is representable by a quasi-

projective variety. Let us define the subvariety M
Z
(g)
H

H,C,L⊗
Z
Q of M

Z
(g)
H

H,C using the sym-

plectic O⊗
Z
Q-modules (GrF

(g)

−1 , ⟨ · , · ⟩(g)), and denote by (AC, λAC , iAC , φ−1,H,C) →

M
Z
(g)
H

H,C,L⊗
Z
Q the pullback of the universal family. Similarly, let M

Φ
(g)
H

H be the fi-

nite étale covering of M
Z
(g)
H

H classifying the additional structure (φ
(g),∼
−2,H, φ

(g),∼
0,H ) in-

ducing (φ
(g)
−2,H, φ

(g)
0,H) and φ−1,H (see [23, erratum for Def. 5.4.2.6]), and denote

its pullback to C by M
Φ

(g)
H

H,C . Let M
Φ

(g)
H

H,C,L⊗
Z
Q → M

Z
(g)
H

H,C,L⊗
Z
Q be the pullback of

M
Φ

(g)
H

H → M
Z
(g)
H

H . Then there is also a tautological pair (φ
(g),∼
−2,H,C, φ

(g),∼
0,H,C) inducing

(φ
(g)
−2,H, φ

(g)
0,H) and φ−1,H,C over M

Φ
(g)
H

H,C,L⊗
Z
Q. Then, by the same argument in §2.5,
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(Ahol, λAhol
, iAhol

, φ−1,H,hol) → ShF
(g)

H is uniquely isomorphic to the analytification

of (AC, λAC , iAC , φ−1,H,C) → M
Z
(g)
H

H,C,L⊗
Z
Q.

Since ΓF(g),h
H = H′

−1 ∩Gh,F(g)(Q)0 and ΓF(g),h,+
H = H′′

−1 ∩Gh,F(g)(Q)0, and since

ΓF(g),h
U(n) = ΓF(g),h,+

U(n) = ΓZ(g),h
U(n) for all n ≥ 1 such that U(n) ⊂ H, the construction of

M
Φ

(g)
H

H as the quotient of
∐

M
Φ(g)

n
n (with the disjoint union running over representa-

tives (Z
(g)
n ,Φ

(g)
n , δ

(g)
n ), with the same (X(g), Y (g), ϕ(g)), in (ZH,ΦH, δH)) by H/U(n),

and the construction of M
Z
(g)
H

H as a quotient of M
Φ

(g)
H

H by Γ
Φ

(g)
H

∼= ΓF(g),l
H , show that

ShΦ
(g)

H,0 := ΓF(g),h
H \XF(g)

0 → ShF
(g)

H,0 := ΓF(g),h,+
H \XF(g)

0

is the pullback of the analytification M
Φ

(g)
H

H,an,L⊗
Z
Q → M

Z
(g)
H

H,an,L⊗
Z
Q of M

Φ
(g)
H

H,C,L⊗
Z
Q →

M
Z
(g)
H

H,C,L⊗
Z
Q under ShF

(g)

H,0 ↪→ ShF
(g)

H
∼= M

Z
(g)
H

H,an,L⊗
Z
Q. Let us (abusively) denote the

pullback of the holomorphic family over ShF
(g)

H by (the same notation)

(Ahol, λAhol
, iAhol

, φ−1,H,hol) → ShF
(g)

H,0 = ΓF(g),h,+
H \XF(g)

0 ,

and also by

(Ahol, λAhol
, iAhol

, φ−1,H,hol) → XF(g)

0

the further pullback to XF(g)

0 . Let us denote by

(φ
(g),∼
−2,H,hol, φ

(g),∼
0,H,hol) → ΓF(g),h

H \XF(g)

0

the pullback of (φ
(g),∼
−2,H,C, φ

(g),∼
0,H,C) → M

Φ
(g)
H

H,C,L⊗
Z
Q. By construction, over each h−1 ∈

XF(g)

0 , the pullback (φ
(g),∼
−2,H,h−1,g

, φ
(g),∼
0,H,h−1,g

) of (φ
(g),∼
−2,H,hol, φ

(g),∼
0,H,hol) is (up to isomor-

phism) the H-orbit of the canonical tuple ((φ
(g)
−2, φ

(g)
0 ), φ−1,h−1,g) above the H-orbit

φ−1,H,h−1,g of φ−1,h−1,g. For later references, let us define Sh
Φ(g)

H,0,alg (resp. ShF
(g)

H,0,alg)

to be the connected component of ShΦ
(g)

H,alg
∼= M

Φ
(g)
H

H,C,L⊗
Z
Q (resp. ShF

(g)

H,alg
∼= M

Z
(g)
H

H,C,L⊗
Z
Q)

whose analytification is ShΦ
(g)

H,0 = ΓF(g),h
H \XF(g)

0 (resp. ShF
(g)

H,0 = ΓF(g),h,+
H \XF(g)

0 ).

Lemma 3.4.1. The fiber (Ah−1,g, λAh−1,g
, iAh−1,g

, φ−1,H,h−1,g) over h−1 ∈ XF(g)

0

of (Ahol, λAhol
, iAhol

, φ−1,H,hol) → XF(g)

0 can be described (up to isomorphism) as
follows:

(1) Ah−1,g is the complex torus GrF
(g)

−1,R /GrF
(g)

−1 with complex structure given by
h−1.

(2) λAh−1,g
: Ah−1,g → A∨

h−1,g
is the homomorphism GrF

(g)

−1,R /GrF
(g)

−1 →

GrF
(g)

−1,R /(GrF
(g)

−1 )#, where (GrF
(g)

−1 )# is the dual lattice of GrF
(g)

−1 with respect

to the pairing ⟨ · , · ⟩(g)11 . (We are using sgn(h−1) = sgn(h0) = 1 here.)
(3) iAh−1,g

: O ↪→ EndC(Ah−1,g) is the O-endomorphism structure of

(Ah−1,g, λAh−1,g
) induced by the O-lattice structure of GrF

(g)

−1 .
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(4) φ−1,H,h−1,g is the H-orbit of the canonical isomorphism φ−1,h−1,g :

GrF
(g)

−1,Ẑ
∼→ TAh−1,g matching ⟨ · , · ⟩(g)11 with the λAh−1,g

-Weil pairing of

Ah−1,g. (See Remark 2.2.1.)

Remark 3.4.2. The fiber-wise description in Lemma 3.4.1 determines the holomor-

phic family (Ahol, λAhol
, iAhol

, φ−1,H,hol) → ΓF(g),h,+
H \XF(g)

0 uniquely (up to isomor-
phism). Similarly, the fiber-wise description in the paragraph preceding Lemma

3.4.1 determines (φ
(g),∼
−2,H,hol, φ

(g),∼
0,H,hol) → ΓF(g),h

H \XF(g)

0 .

3.5. The morphism ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ) → ΓF(g),h
H \XF(g)

0 . For each h ∈ X0, the
isomorphisms (3.1.3) and (3.1.4) define a holomorphic exact sequence

(3.5.1) 0 → F
(g)
−2,C → L⊗

Z
R → GrF

(g)

−1,R → 0,

where L⊗
Z
R and GrF

(g)

−1,R are equipped with the complex structures h and h−1,

respectively. If we form the quotient of L⊗
Z
R by F

(g)
−1, we obtain a holomorphic

exact sequence

(3.5.2) 0 → Tg(C) := HomZ(X
(g),C×) → G♮

h,g := (L⊗
Z
R)/F(g)−1 → Ah−1,g → 0.

Similarly, if we form the quotient of L⊗
Z
R by (F(g))#−1 := F

(g)
−1,Q ∩(L(g))#, we obtain

(3.5.3)

0 → T∨
g (C) := HomZ(Y

(g),C×) → G∨,♮
h,g := (L⊗

Z
R)/(F(g))#−1 → A∨

h−1,g → 0.

Lemma 3.5.4. The holomorphic extensions (3.5.2) and (3.5.3) are canonically
algebraizable.

Proof. We shall prove the statement for (3.5.2) because the same argument works
for (3.5.3).

Given any algebraic character χ of Tg, let us denote by G♮
h,g,χ the push-out of

G♮
h,g by −χ : Tg(C) → C×:

0 // Tg(C) //

−χ

��

G♮
h,g

//

��

Ah−1,g
// 0

0 // C× // G♮
h,g,χ

// Ah−1,g
// 0

Then G♮
h,g,χ is algebraic over Ah−1,g, because the cocycles defining it as aGm-torsor

also define a line bundle, and line bundles over abelian varieties are uniquely alge-
braizable by [30, §12, Thm. 3]. In other words, it is a semi-abelian variety.

Let {χi}1≤i≤r be any Z-basis of X(g) ∼= X(Tg). Then there is a canonical

isomorphism G♮
h,g

∼=
∏

1≤i≤r

G♮
h,g,χi

(fiber product over Ah−1,g) showing that G♮
h,g

is also algebraizable. This algebraic structure is independent of the choice of the
basis {χi}1≤i≤r, because for any different Z-basis {χ′

i}1≤i≤r, the change of bases

induces an algebraic isomorphism
∏

1≤i≤r

G♮
h,g,χi

∼→
∏

1≤i≤r

G♮
h,g,χ′

i
. □
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Lemma 3.5.5. For any h−1 ∈ XF(g)

0 , and any integer n ≥ 1, there exist canonical
isomorphisms
(3.5.6)

HomO⊗
Z
R(GrF

(g)

−1,R,GrF
(g)

−2,R)/nHomO(GrF
(g)

−1 ,GrF
(g)

−2 )
∼→ HomO(

1
nX

(g), A∨
h−1,g)

◦

and
(3.5.7)

HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−1,R)/nHomO(GrF
(g)

0 ,GrF
(g)

−1 )
∼→ HomO(

1
nY

(g), Ah−1,g)
◦.

(Here the right-hand sides of the homomorphisms are the fiber-wise geometric iden-
tity components of HomO(

1
nX

(g), A∨
h−1,g

) and HomO(
1
nY

(g), Ah−1,g), respectively,

as in [23, Prop. 5.2.3.8].)

Proof. Suppose f ∈ HomO⊗
Z
R(GrF

(g)

−1,R,GrF
(g)

−2,R). Since ⟨ · , · ⟩(g)20 and ⟨ · , · ⟩(g)11 are

nondegenerate, there exists a unique element tf ∈ HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−1,R) such

that

⟨f(x−1), y0⟩(g)20 = ⟨x−1,
tf(y0)⟩

(g)

11 ,

for any x−1 ∈ GrF
(g)

−1,R and y0 ∈ GrF
(g)

0,R . Let us identify X(g) as a subgroup of

Y (g) ⊗
Z
Q = GrF

(g)

0,Q by ϕ(g) : Y (g) ↪→ X(g). Then, for each 1
nχ ∈ 1

nX
(g), the quotient

of GrF
(g)

−1,R ×C by GrF
(g)

−1 defined by sending l−1 ∈ GrF
(g)

−1 to the holomorphic map

GrF
(g)

−1,R ×C → GrF
(g)

−1,R ×C :

(x,w) 7→ (x+ l−1, w e(⟨f(l−1),
1
nχ⟩

(g)

20
)) = (x+ l−1, w e(⟨l−1,

tf( 1nχ)⟩
(g)

11
))

corresponds (by the theory and conventions set up in §2.2) to the point of A∨
h−1,g

represented by tf( 1nχ). If f lies in nHomO(GrF
(g)

−1 ,GrF
(g)

−2 ), then ⟨f(l−1),
1
nχ⟩

(g)

20
∈

Z(1) and hence e(⟨f(l−1),
1
nχ⟩

(g)

20
) = 1 for any 1

nχ ∈ 1
nX

(g). Thus the assignment

f 7→ ( 1nχ 7→ tf(χ)) induces a well-defined homomorphism (3.5.6).

Suppose f ∈ HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−1,R). For each 1
ny ∈ 1

nY
(g), the quotient of

GrF
(g)

−1,R ×C by (GrF
(g)

−1 )# defined by sending l−1 ∈ (GrF
(g)

−1 )# to the holomorphic
map

GrF
(g)

−1,R ×C → GrF
(g)

−1,R ×C : (x,w) 7→ (x+ l−1, w e(⟨l−1, f(
1
ny)⟩

(g)

11
))

corresponds to the point of Ah−1,g
∼= (A∨

h−1,g
)
∨

represented by f( 1ny). If f lies

in nHomO(GrF
(g)

0 ,GrF
(g)

−1 ), then e(⟨l−1, f(
1
ny)⟩

(g)

11
) = 1 for any y ∈ Y (g). Thus the

assignment f 7→ ( 1ny 7→ f( 1ny)) induces a well-defined homomorphism (3.5.7).
It is straightforward to verify that these two homomorphisms (3.5.6) and (3.5.7)

are isomorphisms. □

Lemma 3.5.8. For any x−1 ∈ GrF
(g)

−1,R and y0 ∈ GrF
(g)

0,R , we have ⟨x−1, y0⟩(g)10 =

⟨ε(g)(0, x−1, 0), ε
(g)(0, 0, y0)⟩

(g)
= ⟨ε(g)21 (x−1), y0⟩

(g)

20 + ⟨x−1, ε
(g)
10 (y0)⟩

(g)

11 .

Lemma 3.5.9. Suppose h ∈ X0 and π(h) = h−1.
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(1) If n = 1, then the two isomorphisms (3.5.6) and (3.5.7) send −ε
(g)
21 (h) and

ε
(g)
10 (h) to the extension classes ch,g and c∨h,g of G♮

h,g in (3.5.2) and of G∨,♮
h,g

in (3.5.2), respectively.
(2) If n ≥ 1, let cn,h,g : 1

nX
(g) → A∨

h−1,g
and c∨n,h,g : 1

nY
(g) → Ah−1,g denote

the image of −ε
(g)
21 (h) and ε

(g)
10 (h) under (3.5.6) and (3.5.7), respectively.

Let φ−1,n,h−1,g : 1
n GrF

(g)

−1 /GrF
(g)

−1 → Ah−1,g[n] denote the canonical isomor-

phism, and let φ̃−1,n,h−1,g : 1
n GrF

(g)

−1 → Ah−1,g[n] denote the composition of

the canonical morphism 1
n GrF

(g)

−1 → 1
n GrF

(g)

−1 /GrF
(g)

−1 with φ−1,n,h−1,g. Let

ϕ
(g)
n : 1

nY
(g) ↪→ 1

nX
(g) be the homomorphism canonically determined by

ϕ(g). Then these data satisfy the relation

(3.5.10) eAh−1,g [n](φ̃−1,n,h−1,g(
1
n l−1), (λAh−1,g

c∨n,h,g − cn,h,gϕ
(g)
n )( 1ny))

= e(n⟨ 1n l−1,
1
ny⟩10)

for every 1
n l−1 ∈ 1

n GrF
(g)

−1 and every 1
ny ∈ 1

nY
(g).

Proof. Since the isomorphisms (3.1.3) and (3.1.4) are compatible with the quo-

tients by F
(g)
−2, we have a holomorphic isomorphism (L⊗

Z
R)/F(g)−2

∼= GrF
(g)

−1,R ×Tg(C).

The quotient G♮
h,g = ((L⊗

Z
R)/F(g)−2)/GrF

(g)

−1 is then isomorphic to the quotient of

GrF
(g)

−1,R ×Tg(C) by GrF
(g)

−1 defined by sending l−1 ∈ GrF
(g)

−1 to the holomorphic map

GrF
(g)

−1,R ×Tg(C) → GrF
(g)

−1,R ×Tg(C) : (x,w) 7→ (x+ l−1, w + ε
(g)
21 (h)(l−1)).

If we push-out Tg(C) by −χ : Tg(C) → C×, we obtain the quotient of GrF
(g)

−1,R ×C×

by GrF
(g)

−1 defined by sending l−1 ∈ GrF
(g)

−1 to the holomorphic map

GrF
(g)

−1,R ×C× → GrF
(g)

−1,R ×C× : (x,w) 7→ (x+ l−1, w e(−⟨ε(g)21 (h)(l−1), χ⟩
(g)

20 )).

This shows that (3.5.6) maps −ε
(g)
21 (h) to the extension class of G♮

h,g in (3.5.2).

Similarly, the quotient G∨,♮
h,g = ((L⊗

Z
R)/(F(g)−2,Q ∩(L(g))#))/(GrF

(g)

−1 )# is isomor-

phic to the quotient of GrF
(g)

−1,R ×T∨
g (C) by (GrF

(g)

−1 )# defined by sending l−1 ∈
(GrF

(g)

−1 )# to the holomorphic map

GrF
(g)

−1,R ×T∨
g (C) → GrF

(g)

−1,R ×T∨
g (C) : (x,w) 7→ (x+ l−1, w + ε

(g)
21 (h)(l−1)).

If we push-out T∨
g (C) by −y : T∨

g (C) → C×, we obtain the quotient of GrF
(g)

−1,R ×C×

by (GrF
(g)

−1 )# defined by sending l−1 ∈ (GrF
(g)

−1 )# to the holomorphic map

GrF
(g)

−1,R ×C× → GrF
(g)

−1,R ×C× : (x,w) 7→ (x+ l−1, w e(−⟨ε(g)21 (h)(l−1), y⟩
(g)

20 )).

By Lemma 3.5.8, ⟨ε(g)21 (h)(l−1), y⟩
(g)

20 + ⟨l−1, ε
(g)
10 (h)(y)⟩

(g)

11 = ⟨l−1, y⟩(g)10 ∈ Z(1)

for l−1 ∈ (GrF
(g)

−1 )# and y ∈ Y (g) = GrF
(g)

0 . Hence e(−⟨ε(g)21 (h)(l−1), y⟩
(g)

20 ) =

e(⟨l−1, ε
(g)
10 (h)y⟩

(g)

11 ). This shows that (3.5.7) maps ε
(g)
10 (h) to the extension class of

G∨,♮
h in (3.5.3).
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Since (λAh−1,g
c∨n,h,g−cn,h,gϕ

(g)
n )( 1ny) ∈ Ah−1,g[n] can be represented by the point

ε
(g)
10 (h)(

1
ny)− (− t(ε

(g)
21 (h))(

1
ny)) in

1
n (GrF

(g)

−1 )#, we have the relation

eAh−1,g [n](φ̃−1,n,h−1,g(
1
n l−1), (λAh−1,g

c∨n,h,g − cn,h,gϕ
(g)
n )( 1ny))

= e(n(⟨ 1n l−1, ε
(g)
10 (h)(

1
ny)⟩

(g)

11
+ ⟨ε(g)21 (h)(

1
n l−1),

1
ny⟩

(g)

20
)) = e(n⟨ 1n l−1,

1
ny⟩

(g)

10
)

by using Lemma 3.5.8 again, which is the relation (3.5.10). □

By definition, ΓF(g),U1

U(1) = U1,F(g)(Z) is equal to

U1,F(g)(R) ∩ (HomO(GrF
(g)

−1 ,GrF
(g)

−2 )×HomO(GrF
(g)

0 ,GrF
(g)

−1 )).

For any integer n ≥ 1, ΓF(g),U1

U(n) is equal to

U1,F(g)(R) ∩ n(HomO(GrF
(g)

−1 ,GrF
(g)

−2 )×HomO(GrF
(g)

0 ,GrF
(g)

−1 )).

Therefore, over each h−1 ∈ XF(g)

0 , the fiber of the morphism ΓF(g),U1

U(n) \XF(g)

1 → XF(g)

0

is canonically identified with an analytic subset of

HomO(
1
nY

(g), Ah−1,g)
◦ ×HomO(

1
nX

(g), A∨
h−1,g)

◦.

This subset is closed by compactness of U1,F(g)(R)/U1,F(g)(Z), and hence is a sub-
variety by Chow’s theorem [24, p. 33]. Moreover, by Lemma 3.5.9, this subvariety
lies in some connected component of the fiber product

HomO(
1
nY

(g), Ah−1,g)
◦ ×
HomO(

1
nY (g),A∨

h−1,g)
◦

HomO(
1
nX

(g), A∨
h−1,g)

◦

defined by the structural morphisms induced by ϕ
(g)
n : 1

nY
(g) ↪→ 1

nX
(g) and λAh−1,g

:

Ah−1,g → A∨
h−1,g

, as in [23, §6.2.3]. By comparing dimensions, this subvariety is

exactly the connected component. In particular, it varies holomorphically with

h−1. If n ≥ 3, then it descends under quotient by ΓF(g),h
U(n) to an algebraic subfamily

of the algebraic family of fiber products of abelian varieties. Let us summarize this
as follows:

Lemma 3.5.11. For any integer n ≥ 3, consider the fiber product
...
C

Φ
(g)
n

:= HomO(
1
nY

(g), A)◦ ×
HomO(

1
nY (g),A∨)◦

HomO(
1
nX

(g), A∨)◦

of abelian schemes over M
Z(g)n
n , and let C

Φ
(g)
n ,δ

(g)
n

be the subscheme of
...
C

Φ
(g)
n

de-

fined in [23, §6.2.3]. By abuse of notation, let us denote by C
Φ

(g)
n ,δ

(g)
n ,C the pull-

back of C
Φ

(g)
n ,δ

(g)
n

→ M
Z(g)n
n under ShF

(g)

U(n),0,alg ↪→ M
Z(g)n

n,C,L⊗
Z
Q → M

Z(g)n
n . Then the

analytic morphism ΓF(g),h
U(n) \(Γ

F(g),U1

U(n) \XF(g)

1 ) → ΓF(g),h
U(n) \X

F(g)

0 can be canonically iden-

tified as the analytification of C
Φ

(g)
n ,δ

(g)
n ,C → ShF

(g)

U(n),0,alg (matching the relation

(3.5.10) with the tautological relation over C
Φ

(g)
n ,δ

(g)
n ,C; cf. [23, Thm. 5.2.3.13 and

§6.2.3]). If we denote by (cn,hol, c
∨
n,hol) the tautological pair of homomorphisms on

ΓF(g),h
U(n) \(Γ

F(g),U1

U(n) \XF(g)

1 ) whose pullback to a point ((ε
(g)
21 (h), ε

(g)
10 (h)), h−1) of X

F(g)

1 is
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the pair (cn,h,g, c
∨
n,h,g) we have constructed, then (cn,hol, c

∨
n,hol) is identified with the

analytification of the pullback of the tautological pair (cn, c
∨
n) over C

Φ
(g)
n ,δ

(g)
n

.

For a general neat open compact subgroup H of G(Ẑ), we have a tautological

pair (cH,hol, c
∨
H,hol) over Γ

F(g),h
H \(ΓF(g),U1

H \XF(g)

1 ) defined by étale descent from data

defined at principal levels U(n) as above. The precise definitions can be stated

in the same way as in [23, §5.3.1]. Since the action of Γ
(g)
H /Γ

(g)
U(n)

∼→ H/U(n) is

compatible on the analytic and algebraic sides because they are determined by
their actions on the level structures, we obtain:

Corollary 3.5.12. For any neat open compact subgroup H of G(Ẑ), let us define

C
Φ

(g)
H ,δ

(g)
H ,C → ShΦ

(g)

H,alg as in [23, §6.2.4; see also the errata] and in Lemma 3.5.11

above. Then the analytic morphism ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ) → ΓF(g),h
H \XF(g)

0 can be

canonically identified as the analytification of C
Φ

(g)
H ,δ

(g)
H ,C → ShΦ

(g)

H,0,alg. Under this

identification, the tautological pair (cH,hol, c
∨
H,hol) is identified with the analytifica-

tion of the pullback of the tautological pair (cH, c∨H) over C
Φ

(g)
H ,δ

(g)
H

.

3.6. The morphism ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ) → ΓF(g),h
H \XF(g)

0 . For each h ∈ X0, con-

sider the semi-abelian variety G♮
h,g = (L⊗

Z
R)/F(g)−1. The abelian variety Gh,g =

(L⊗
Z
R)/L(g) is by definition the quotient of G♮

h,g by Y (g) = GrF
(g)

0 = L(g)/F
(g)
−1.

Therefore the essential datum is the (O-equivariant) period homomorphism ιh,g :

Y (g) → G♮
h,g.

Lemma 3.6.1. The composition of ιh,g with the canonical homomorphism G♮
h,g →

A∨
h−1,g

coincides with the homomorphism c∨h,g : Y (g) → A∨
h−1,g

.

Proof. Since the homomorphism ιh,g : Y (g) → G♮
h,g = (L⊗

Z
R)/F(g)−1 can be induced

by y 7→ ε(g)(0, 0, y), its composition with G♮
h,g → A∨

h−1,g
= GrF

(g)

−1,R /(GrF
(g)

−1 )# can

be induced by y 7→ ε
(g)
10 (y). Then the lemma follows from Lemma 3.5.9. □

For any y ∈ Y (g) and χ ∈ X(g), the image of ιh,g(y) under the push-out

G♮
h,g → G♮

h,g,χ by −χ : Tg(C) → C× defines a point of the fiber of G♮
h,g,χ over

c∨h,g(y) ∈ Ah−1,g. Under the identification of the Gm-torsor G♮
h,g,χ with the point

ch,g(χ) of A
∨
h−1,g

, this point determines (and is determined by) a section τh,g(y, χ)

of (c∨h,g(y), ch,g(χ))
∗ P⊗−1

Ah−1,g
.

Lemma 3.6.2. The collection of sections {τh,g(y, χ)}y∈Y (g),χ∈X(g) is bimultiplica-
tive and determines a trivialization of Gm-biextensions

τh,g : 1Y (g) ×X(g)
∼→ (c∨h,g × ch,g)

∗ P⊗−1
Ah−1,g

.

Proof. The linearity in y ∈ Y (g) follows from the linearity of ιh,g. The linearity in

χ ∈ X(g) (and compatibility with linearity in Y (g)) follows from the very definition
of push-outs, and from the way we define tensor products of Gm-torsors. □
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Lemma 3.6.3. For any ((ε
(g)
21 (h), ε

(g)
10 (h)), h−1) ∈ XF(g)

1 , and any integer n ≥ 1,
there exist a canonical isomorphism

(3.6.4) HomR(GrF
(g)

0,R ,GrF
(g)

−2,C)/nHom(GrF
(g)

0 ,GrF
(g)

−2 )
∼→ HomGm-BIEXT(1 1

nY (g) ×X(g) , (c∨n,h,g × ch,g)
∗ P⊗−1

Ah−1,g
)

sending the subgroup HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−2,C)/nHomO(GrF
(g)

0 ,GrF
(g)

−2 ) to the trivi-

alizations of Gm-biextensions annihilated by (b× IdX(g))∗−(Id 1
nY (g) × b⋆)∗ for every

b ∈ O.

Proof. Let us realize 1 1
nY (g) ×X(g) as Y (g) ×X(g) ×C×, and realize the

Gm-biextension PAh−1,g
(rather than as a line bundle) as the quotient of

GrF
(g)

−1,R ×GrF
(g)

−1,R ×C× by the action of GrF
(g)

−1 ×(GrF
(g)

−1 )# defined by sending

(l1, l2) ∈ GrF
(g)

−1 ×(GrF
(g)

−1 )# to the holomorphic map

GrF
(g)

−1,R ×GrF
(g)

−1,R ×C× → GrF
(g)

−1,R ×GrF
(g)

−1,R ×C× :

(x, y, w) 7→ (x+ l1, y + l2, w e( 12Hh−1,g(l1, l2) +
1
2Hh−1,g(l1, y) +

1
2Hh−1,g(l2, x))),

where Hh−1,g : GrF
(g)

−1,R ×GrF
(g)

−1,R → C is defined by ⟨ · , · ⟩(g)11 and h−1 as in Lemma
2.1.2.

Proceeding as in the proof of Lemma 3.5.9, we can realize G♮
h,g,χ as the quotient

of GrF
(g)

−1,R ×C× by GrF
(g)

−1 defined by sending l ∈ GrF
(g)

−1 to the holomorphic map

GrF
(g)

−1,R ×C× → GrF
(g)

−1,R ×C× :

(x,w) 7→(x+ l, w e(−⟨ε(g)21 (h)(l), χ⟩
(g)

20 )) = (x+ l, w e(⟨l,− t(ε
(g)
21 (h))(χ)⟩

(g)

20 )).

This corresponds to the point of A∨
h−1,g

represented by − t(ε
(g)
21 (h))(χ). However,

as explained in §2.2, this realization differs from the fiber of the above realization of
PAh−1,g

at the points of Ah−1,g ×A∨
h−1,g

by the holomorphic change of coordinates

GrF
(g)

−1,R ×C× → GrF
(g)

−1,R ×C× : (x,w) 7→ (x,w e(− 1
2Hh−1,g(− t(ε

(g)
21 (h))(χ), x))).

Suppose we have any f ∈ HomR(GrF
(g)

0,R ,GrF
(g)

−2,C). Then the bimultiplicative mor-
phism

1
nY

(g) ×X(g) ×C× → GrF
(g)

−1,R ×GrF
(g)

−1,R ×C× :

( 1ny, χ, w) 7→ (ε
(g)
10 (h)(

1
ny), −

t(ε
(g)
21 (h))(χ),

w e(⟨f( 1ny), χ⟩
(g)

20
) e( 12Hh−1,g(− t(ε

(g)
21 (h))(χ), ε

(g)
10 (h)(

1
ny))))

induces a morphism

1 1
nY (g) ×X(g) → (c∨n,h,g × ch,g)

∗ P⊗−1
Ah−1,g

of Gm-biextensions (which is then automatically an isomorphism).

If f lies in nHom(GrF
(g)

0 ,GrF
(g)

−2 ), then ⟨f( 1ny), χ⟩
(g)

20
lies in Z(1), and hence

e(⟨f(y), χ⟩(g)20 = 1 for any y ∈ 1
nY

(g) and χ ∈ X(g). Thus the assignment above is
well-defined and induces the desired homomorphism (3.6.4). It is straightforward
to verify that the homomorphism (3.6.4) is an isomorphisms.
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If f lies in HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−2,R), then the relation

⟨f(b 1
ny), χ⟩

(g)

20
= ⟨bf( 1ny), χ⟩

(g)

20
= ⟨f( 1ny), b

⋆χ⟩(g)
20

shows that the trivialization of Gm-biextensions defined by f is annihilated by
(b× IdX(g))∗ − (Id 1

nY (g) × b⋆)∗ for every b ∈ O, as desired. □

Lemma 3.6.5. For any h ∈ X0 and any x0, y0 ∈ GrF
(g)

0,R , we have

⟨x0, y0⟩(g)00 = ⟨ε(g)(0, 0, x0), ε
(g)(0, 0, y0)⟩

(g)

= ⟨ε(g)20 (h)(x0), y0⟩
(g)

20 − ⟨ε(g)20 (h)(y0), x0⟩
(g)

20 + ⟨ε(g)10 (x0), ε
(g)
10 (y0)⟩

(g)

11 .

Proof. Simply substitute ε(g)(0, 0, x0) = x1 + h(
√
−1)x2 + x3 and ε(g)(0, 0, y0) =

y1 + h(
√
−1)y2 + y3 for some x1, x2, y1, y2 ∈ F

(g)
−2,R and x3, y3 ∈ (F

(g)
−2,h(C))

⊥. □

Lemma 3.6.6. Suppose h ∈ X0 is mapped to (ε
(g)
20 (h), (ε

(g)
21 (h), ε

(g)
10 (h)), h−1) in

XF(g)

2 .

(1) If n = 1, then the isomorphism (3.6.4) sends ε
(g)
20 (h) to the trivialization

τh,g defined in Lemma 3.6.2.

(2) If n ≥ 1, let τn,h,g : 1 1
nY (g) ×X(g)

∼→ (c∨n,h,g × ch,g)
∗ P⊗−1

Ah−1,g
denote the

image of ε
(g)
20 (h) under (3.6.4). Then τn,h,g satisfies the relation

(3.6.7) τn,h,g(
1
ny, ϕ

(g)(y′)) τn,h,g(
1
ny

′, ϕ(g)(y))−1 = e(n⟨ 1ny,
1
ny

′⟩(g)
00

)

for every 1
ny,

1
ny

′ ∈ 1
nY

(g), where the left-hand side denotes the image of

τn,h,g(
1
ny, ϕ

(g)(y′)) ⊗ τn,h,g(
1
ny

′, ϕ(g)(y))−1 under the canonical morphism

(c∨n,h,g(
1
ny), ch,g(ϕ

(g)(y′)))∗ P⊗−1
Ah−1,g

⊗ (c∨n,h,g(
1
ny

′), ch,g(ϕ
(g)(y)))∗ PAh−1,g

∼→ C×,

induced by the canonical symmetry of

(c∨n,h,g ×(ch,gϕ
(g)))∗ P⊗−1

Ah−1,g

∼= (c∨n,h,g, c
∨
n,h,g)

∗(IdAh−1,g
×λAh−1,g

)∗ P⊗−n
Ah−1,g

.

Proof. The construction of τh,g assigns to any y ∈ Y (g) the point of

G♮
h,g,χ represented by (ε

(g)
10 (y), e(⟨ε(g)20 (h)(y), χ⟩

(g)

20 )) ∈ GrF
(g)

−1,R ×Tg(C). As

in the proof of Lemma 3.6.3, this corresponds to the section τh,g(y, χ) of

(c∨h,g(y)× ch,g(χ))
∗ P⊗−1

Ah−1,g
represented by the point

(ε
(g)
10 (h)(

1
ny), −

t(ε
(g)
21 (h))(χ),

e(⟨ε(g)20 (h)(
1
ny), χ⟩

(g)

20
) e(− 1

2Hh−1,g(− t(ε
(g)
21 (h))(χ), ε

(g)
10 (h)(

1
ny))))

of GrF
(g)

−1,R ×GrF
(g)

−1,R ×C×. Therefore, the trivialization τh,g determined by the sec-

tions {τh,g(y, χ)}y∈Y (g),χ∈X(g) agrees with image of ε
(g)
20 (h) under (3.6.4).

To verify the relation (3.6.7), let us first replace the representative

(ε
(g)
10 (h)(

1
ny), −

t(ε
(g)
21 (h))(y

′),

e(⟨ε(g)20 (h)(
1
ny), y

′⟩
(g)

20
) e(− 1

2Hh−1,g(− t(ε
(g)
21 (h))(y

′), ε
(g)
10 (h)(

1
ny))))
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of the section τn,h,g(
1
ny, ϕ

(g)(y′)) of (c∨n,h,g(
1
ny)× ch,g(ϕ

(g)(y′)))∗ P⊗−1
Ah−1,g

with

(ε
(g)
10 (h)(

1
ny), ε

(g)
10 (h)(y

′),

e(⟨ε(g)20 (h)(
1
ny), y

′⟩
(g)

20
) e(− 1

2Hh−1,g(ε
(g)
10 (h)(y

′), ε
(g)
10 (h)(

1
ny)))).

Then, by switching y and y′ in the above expression, we obtain a representative of
the section τn,h,g(

1
ny

′, ϕ(g)(y)) of (c∨n,h,g(
1
ny

′)× ch,g(ϕ
(g)(y)))∗ P⊗−1

Ah−1,g
. With these

realizations, the canonical isomorphism

(c∨n,h,g(
1
ny), ch,g(ϕ

(g)(y′)))∗ P⊗−1
Ah−1,g

∼→ (c∨n,h,g(
1
ny

′), ch,g(ϕ
(g)(y)))∗ P⊗−1

Ah−1,g
,

induced by the canonical symmetry of (c∨n,h,g, c
∨
n,h,g)

∗(IdAh−1,g
×λAh−1,g

)∗ P⊗−n
Ah−1,g

is simply

(ε
(g)
10 (h)(

1
ny), ε

(g)
10 (h)(y

′), w) 7→ (ε
(g)
10 (h)(

1
ny

′), ε
(g)
10 (h)(y), w)

for every w ∈ C×. Therefore, the relation (3.6.7) is reduced to the verification that

[ e(⟨ε(g)20 (h)(
1
ny), y

′⟩
(g)

20
) e(− 1

2Hh−1,g(ε
(g)
10 (h)(y

′), ε
(g)
10 (h)(

1
ny))) ]

[ e(⟨ε(g)20 (h)(
1
ny

′), y⟩
(g)

20
) e(− 1

2Hh−1,g(ε
(g)
10 (h)(y), ε

(g)
10 (h)(

1
ny

′))) ]−1

= e(⟨ε(g)20 (h)(
1
ny), y

′⟩
(g)

20
− ⟨ε(g)20 (h)(

1
ny

′), y⟩
(g)

20
+ n⟨ε(g)10 (h)(

1
ny), ε

(g)
10 (h)(

1
ny

′)⟩
(g)

11
)

= e(n⟨ 1ny,
1
ny

′⟩(g)
00

),

which is valid by Lemma 3.6.5. □

Lemma 3.6.8. For any Z-algebra R, the elements p20 of the group U2,F(g)(R) (as

a subset of HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−2,R)) corresponds canonically to pairings

p∗20 : (Y (g) ⊗
Z
R)×(X(g) ⊗

Z
R) → R(1)

satisfying the condition that p∗20(y, ϕ
(g)(y′)) = p∗20(y

′, ϕ(g)(y)) and p∗20(by, χ) =
p∗20(y, b

⋆χ) for any y, y′ ∈ Y (g) ⊗
Z
R, χ ∈ X(g) ⊗

Z
R, and b ∈ O⊗

Z
R.

Proof. Suppose we have p20 ∈ HomO⊗
Z
R(GrF

(g)

0,R ,GrF
(g)

−2,R). Let p ∈ EndO⊗
Z
R(L⊗

Z
R)

be the element such that (ε(g))−1 ◦ p ◦ ε(g) =
(

1 p20

1
1

)
. Let us define p∗20(y, χ) :=

χ(p20(y)). In order for p to preserve the pairing ⟨ · , · ⟩(g), we need to show for any
z = ε(g)(z−2, z−1, z0) and w = ε(g)(w−2, w−1, w0) in L(g) ⊗

Z
R that

0 = ⟨pz, pw⟩(g) − ⟨z, w⟩(g) = ⟨p20(z0), w0⟩(g)20 − ⟨p20(w0), z0⟩(g)20

= p∗20(z0, ϕ
(g)(w0))− p∗20(w0, ϕ

(g)(z0)).

In order for p to preserve the O-structure, we need p20 to be O⊗
Z
R-equivariant,

which is equivalent to the condition that p∗20(by, x) = p∗20(y, b
⋆x), because the action

of b ∈ O on F
(g)
−2 defines the action of b⋆ ∈ O on X(g) ∼= HomZ(F

(g)
−2,Z(1)). Thus,

the condition for (p, 1) to define an element of G(g)(R) is equivalent to the two
conditions in Lemma 3.6.8. □
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Let us define for any integer n ≥ 1 the abelian groups

(3.6.9)
...
S

Φ
(g)
n

:= (( 1nY
(g))⊗

Z
X(g))/

(
y⊗ϕ(y′)− y′ ⊗ϕ(y)

(b 1
ny)⊗χ− ( 1ny)⊗(b⋆χ)

)
y,y′∈Y (g),

χ∈X(g),b∈O

and set S
Φ

(g)
n

:=
...
S

Φ
(g)
n ,free

, the free quotient of
...
S

Φ
(g)
n

. (See [23, (6.2.3.5) and Conv.

6.2.3.26].) For a general torus argument Φ
(g)
H = (X,Y, ϕ, φ−2,H, φ0,H) at level H,

there is a recipe in [23, Lem. 6.2.4.4] that gives a corresponding free abelian group

S
Φ

(g)
H

, such that HomZ(SΦ
(g)
n

/S
Φ

(g)
H

,Z(1)) ∼= ΓF(g),U2

H /ΓF(g),U2

U(n) when U(n) ⊂ H for

some integer n ≥ 1.

Corollary 3.6.10. There are (compatible) canonical isomorphisms:

U2,F(g)(Z) = ΓF(g),U2

U(1)
∼= HomZ(SΦ

(g)
1

,Z(1)),

ΓF(g),U2

U(n)
∼= HomZ(SΦ

(g)
n

,Z(1)), any integer n ≥ 1,

ΓF(g),U2

H
∼= HomZ(SΦ

(g)
H

,Z(1)), any level H,

ΓF(g),U2

H \U2,F(g)(C)
can.
∼→ ΓF(g),U2

H ⊗
Z
C× ∼= HomZ(SΦ

(g)
H

,C×)
can.
∼→ E

Φ
(g)
H

(C).

The canonical action of U2,F(g)(C) on XF(g)

2 defines a holomorphic action of

E
Φ

(g)
H

(C) on ΓF(g),U2

H \XF(g)

2 → XF(g)

1 , which is transitive and faithful on each fiber,

and descends to ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ) → ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ) when H is neat.

Lemma 3.6.11. For any integer n ≥ 3, let Ξ
Φ

(g)
n ,δ

(g)
n

be the E
Φ

(g)
n

-torsor over

C
Φ

(g)
n ,δ

(g)
n

defined in [23, §6.2.3]. By abuse of notation, let us denote by Ξ
Φ

(g)
n ,δ

(g)
n ,C

the pullback of Ξ
Φ

(g)
n ,δ

(g)
n

→ C
Φ

(g)
n ,δ

(g)
n

→ M
Z(g)n
n under ShF

(g)

U(n),0,alg ↪→ M
Z(g)n

n,C,L⊗
Z
Q →

M
Z(g)n
n . Then the analytic morphism ΓF(g),h

U(n) \(Γ
F(g),U
U(n) \XF(g)

2 ) → ΓF(g),h
U(n) \(Γ

F(g),U1

U(n) \XF(g)

1 )

can be canonically identified as the analytification of Ξ
Φ

(g)
n ,δ

(g)
n ,C → C

Φ
(g)
n ,δ

(g)
n ,C

(matching the relation (3.6.7) with the tautological relation over Ξ
Φ

(g)
n ,δ

(g)
n ,C; cf. [23,

Thm. 5.2.3.13 and §6.2.3]), realizing the action of E
Φ

(g)
H

(C) on ΓF(g),h
U(n) \(Γ

F(g),U
U(n) \XF(g)

2 )

as the analytification of the E
Φ

(g)
n

-torsor structure of Ξ
Φ

(g)
n ,δ

(g)
n ,C → C

Φ
(g)
n ,δ

(g)
n ,C. If

we denote by τn,hol the tautological datum on ΓF(g),h
U(n) \(Γ

F(g),U
U(n) \XF(g)

2 ) whose pull-

back to a point (ε
(g)
20 (h), (ε

(g)
21 (h), ε

(g)
10 (h)), h−1) of XF(g)

2 is the datum τn,h,g we have
constructed, then τn,hol is identified with the analytification of the pullback of the
tautological datum τn over Ξ

Φ
(g)
n ,δ

(g)
n

.

As in the case of (cH,hol, c
∨
H,hol), for a general neat open compact subgroup H

of G(Ẑ), we have a tautological datum over ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ) defined by étale
descent from data defined at principal levels U(n) as above. Then we obtain:

Corollary 3.6.12. For any neat open compact subgroup H of G(Ẑ), let us define
Ξ
Φ

(g)
H ,δ

(g)
H ,C → C

Φ
(g)
H ,δ

(g)
H ,C as in [23, §6.2.4] and in Lemma 3.6.11 above. Then the
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analytic morphism ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ) → ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ) can be canoni-
cally identified as the analytification of Ξ

Φ
(g)
H ,δ

(g)
H ,C → C

Φ
(g)
H ,δ

(g)
H ,C, realizing the ac-

tion of E
Φ

(g)
H

(C) on ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ) as the analytification of the E
Φ

(g)
H

-torsor

structure of Ξ
Φ

(g)
H ,δ

(g)
H ,C → C

Φ
(g)
H ,δ

(g)
H ,C. Under this identification, the tautological

datum τH,hol is identified with the analytification of the pullback of the tautological
datum τH over Ξ

Φ
(g)
H ,δ

(g)
H

.

3.7. Toroidal compactifications.

Lemma 3.7.1. If h ∈ X0, then Gl,F(g)(R)(Im ε
(g)
20 (h)) is the subset of elements p20

in U2,F(g)(R) that correspond under Lemma 3.6.8 to pairings

p∗20 : (Y (g) ⊗
Z
R)×(X(g) ⊗

Z
R) ∼= (Y (g) ⊗

Z
R)×(Y (g) ⊗

Z
R) → R(1)

such that −
√
−1 p∗20 is positive definite. (We are using sgn(h) = sgn(h0) = 1.)

Proof. With notations as in the proof of Lemma 3.6.5, we obtain

−
√
−1 ⟨Im ε

(g)
20 (h)(x0), y0⟩

(g)

20 = −
√
−1 ⟨x2, y1 + h(

√
−1)y2 + y3⟩

(g)

20

= −
√
−1 ⟨x2, h(

√
−1)y2⟩

(g)
,

which is symmetric and positive definite. Since Gl,F(g)(R) acts on the pairings in

U2,F(g)(R) by automorphisms of Y (g) ⊗
Z
R, the action is transitive on positive definite

pairings by the classification of real positive involutions in [21, §2]. □

Corollary 3.7.2. For any H and any R-module isomorphism R(1) → R sending√
−1 to a positive number, the isomorphism U2,F(g)(R) ∼= HomR(SΦ

(g)
1

,R(1)) ∼→

(S
Φ

(g)
H

)∨R induced by the isomorphism U2,F(g)(Z) = ΓF(g),U2

U(1)
∼= HomZ(SΦ

(g)
1

,Z(1)) in

Corollary 3.6.10 maps the subset {Im ε
(g)
20 (h)}h∈X0

of U2,F(g)(R) to the cone P+

Φ
(g)
H

of (S
Φ

(g)
H

)∨R defined in [23, §6.2.5].

Corollary 3.7.3. Any compatible choice of admissible smooth rational polyhedral
cone decomposition data Σ = {ΣΦH}ΦH = {ΣΦH = {σj}j∈JΦH

}ΦH for MH in the

sense of [23, Def. 6.3.3.2] determines for each g ∈ G(A∞) a Γ
(g)
H -admissible collec-

tion Σ(g) = {σj}j∈J(g) for X0 in the sense of [2, p. 252]. Consequently, the quasi-

projective variety Γ
(g)
H \X0 has a smooth toroidal compactification (Γ

(g)
H \X0)

tor

Σ(g) for
every g ∈ G(A∞) by the main results of [2, Ch. III]. Using the disjoint union (2.5.2),
we obtain a smooth toroidal compactification ShtorH,Σ by forming the disjoint union

of toroidal compactifications (Γ
(gi)
H \X0)

tor

Σ(gi)
. We shall denote the corresponding

algebraic space over Spec(C) by ShtorH,Σ,alg.

Remark 3.7.4. In the adelic setting, the collections of admissible cone decomposi-
tions accepted by [27] (in the pure case), by [18], and by [23], are slightly different
from each other. Nevertheless, for each given collection of admissible cone decom-
positions (that is accepted by any one of these works), there exist a refinement that
is accepted by all of these works.
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Let us fix a choice of Σ = {ΣΦH}ΦH = {ΣΦH = {σj}j∈JΦH
}ΦH for MH, which

determines a Γ
(g)
H -admissible collection Σ(g) = {σj}j∈J(g) for X0 in Corollary 3.7.3.

Let σ ∈ Σ
Φ

(g)
H

be a particular cone in P+

Φ
(g)
H

. Then we have an identification

(3.7.5) (ΓF(g),h
H \(ΓF(g),U

H \XF(g)

2 ))

E
Φ
(g)
H

(C)

× E
Φ

(g)
H

(C)(σ) ∼→ Ξ
Φ

(g)
H ,δ

(g)
H ,an

(σ),

where Ξ
Φ

(g)
H ,δ

(g)
H ,an

(σ) is the analytification of the pullback Ξ
Φ

(g)
H ,δ

(g)
H ,C(σ) of

Ξ
Φ

(g)
H ,δ

(g)
H

(σ) → C
Φ

(g)
H ,δ

(g)
H

→ M
Z
(g)
H

H under ShF
(g)

H,0,alg ↪→ M
Z
(g)
H

H,C,L⊗
Z
Q → M

Z
(g)
H

H . The

stratifications by faces of σ on both sides are matched with each other, because
they are defined by the same torus E

Φ
(g)
H

. (This also justifies the notations with

“(σ)” appearing after the subscripts “an” or “C”.) When H is neat, the choice

of Σ (satisfying [23, Cond. 6.2.5.25 in the revision]) forces the stabilizer of ΓF(g),l
H

on the σ-stratum to act trivially. Therefore, quotient by ΓF(g),l
H in the analytic

theory induces an embedding of the σ-stratum Ξ
Φ

(g)
H ,δ

(g)
H ,σ,an

of Ξ
Φ

(g)
H ,δ

(g)
H ,an

(σ) into

(Γ
(g)
H \X0)

tor

Σ(g) .
Let us summarize the setup as follows, each statement depending on the state-

ments preceding it:

(1) The moduli problem MH has a smooth toroidal compactification Mtor
H,Σ,

which is an algebraic space over Spec(F0), by the main results of [23, Ch.
6].

(2) Let Mtor
H,Σ,C denote the pullback of Mtor

H,Σ under the structural morphism

Spec(C) → Spec(F0). Since Mtor
H,Σ is smooth, the closure of MH,C,L⊗

Z
Q

in Mtor
H,Σ,C defines a smooth toroidal compactification Mtor

H,Σ,C,L⊗
Z
Q of

MH,C,L⊗
Z
Q.

(3) There is a stratification of ShtorH,Σ,alg by locally closed sub-algebraic spaces
labeled by the equivalence classes [(ΦH, δH, σ)], the same labels we have for
Mtor

H,Σ. We do not need to know if the stratum labeled by a particular class

[(ΦH, δH, σ)] is empty or not.
(4) Every stratum of ShtorH,Σ,alg is embedded as a union of connected components

of the corresponding stratum of Mtor
H,Σ,C,L⊗

Z
Q with the same label.

The issue is that we do not know if there is a morphism from the whole algebraic
space ShtorH,Σ,alg to Mtor

H,Σ,C,L⊗
Z
Q inducing the morphisms on the strata.

Remark 3.7.6. Any reader unwilling to work with algebraic spaces may assume that
Σ is (not only smooth but also) projective (as in [23, Def. 7.3.1.3]). In this case,
Mtor

H,Σ,C is a smooth and projective variety over Spec(F0) (see [23, Thm. 7.3.3.1]).

On the other hand, the smooth toroidal compactification (Γ
(g)
H \X0)

tor

Σ(g) of Γ
(g)
H \X0

is projective for every g ∈ G(A∞) by the main results of [2, Ch. IV], and hence
ShtorH,Σ,alg is a projective variety over Spec(C).
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4. Main comparison

Throughout the section, we retain the assumptions and notations in the previous
sections. In particular, the open compact subgroup H of G(A∞) will always be
assumed to be neat. (See Assumption 2.5.4.)

4.1. Main Theorem. Let us state our main theorem as follows:

Theorem 4.1.1. Let H be a neat open compact subgroup H of G(Ẑ2) (defining
a level for our moduli problem), and let Σ be any compatible choice of admissi-
ble smooth rational polyhedral cone decomposition data Σ = {ΣΦH}ΦH = {ΣΦH =
{σj}j∈JΦH

}ΦH for MH in the sense of [23, Def. 6.3.3.2] (cf. Corollary 3.7.3). Then

there is a canonical strata-preserving isomorphism ShtorH,Σ,alg
∼→ Mtor

H,Σ,C,L⊗
Z
Q ex-

tending the canonical isomorphism ShH,alg
∼→ MH,C,L⊗

Z
Q.

The proof of Theorem 4.1.1 will be carried out in subsequent subsections.

Remark 4.1.2 (continuation of Remark 2.5.5). When H is not necessarily neat, by
taking a neat normal subgroup H′ of H such that the cone decomposition induced
by Σ at level H′ is also smooth, the obvious analogue of Theorem 4.1.1 at level H
follows from the case at level H′ by taking quotients by the finite group H/H′.

4.2. Tautological degeneration data, Mumford families. Let us fix a choice
of (V, g, ε(g)) defining F(g) and (Z(g),Φ(g), δ(g)) as before. Let σ ∈ Σ

Φ
(g)
H ,δ

(g)
H

be

a cone in P+

Φ
(g)
H

. Then the identification (3.7.5) allows us to identify the formal

completion X
Φ

(g)
H ,δ

(g)
H ,σ,C := (Ξ

Φ
(g)
H ,δ

(g)
H ,C(σ))

∧
Ξ

Φ
(g)
H ,δ

(g)
H ,σ,C

with the formal completion

of (Γ
(g)
H \X0)Σ(g) along its [(Φ

(g)
H , δ

(g)
H , σ)]-strata. Over X

Φ
(g)
H ,δ

(g)
H ,σ,C, we have the

following tautological degeneration data:

(1) A triple (Z
(g)
H , Φ

(g)
H = (X(g), Y (g), ϕ(g), φ

(g)
−2,H, φ

(g)
0,H), δ

(g)
H ) representing

a cusp label, defined by forming the equivalence class of the H-orbit of
(Z(g),Φ(g), δ(g)).

(2) The data (AC, λAC , iAC , φ−1,H,C) on the abelian part, and the remaining

data (φ
(g),∼
−2,H, φ

(g),∼
0,H ) on the torus part inducing (φ

(g)
−2,H, φ

(g)
0,H).

(3) The data (cH,C, c
∨
H,C).

(4) The datum τH,C.

Putting these data together, we obtain by Mumford’s construction (explained in
[23, §6.2.5]) a degenerating family (♡G, ♡λ, ♡i, ♡αH) → X

Φ
(g)
H ,δ

(g)
H ,σ,C, called the

Mumford family.
By construction of Mtor

H,Σ,C,L⊗
Z
Q, the Mumford family (♡G, ♡λ, ♡i, ♡αH) →

X
Φ

(g)
H ,δ

(g)
H ,σ,C is the pullback of the degenerating family (G,λ, i, αH) → Mtor

H,Σ given

by [23, Thm. 6.4.1.1] under the morphism X
Φ

(g)
H ,δ

(g)
H ,σ,C → X

Φ
(g)
H ,δ

(g)
H ,σ

→ Mtor
H,Σ.

On the other hand, there is the structural morphism X
Φ

(g)
H ,δ

(g)
H ,σ,C → ShtorH,Σ,alg

which identifies X
Φ

(g)
H ,δ

(g)
H ,σ,C with the completion of ShtorH,Σ,alg along its

[(Φ
(g)
H , δ

(g)
H , σ)]-stratum. For simplicity, let denote the previous composition by F1,

and denote the second composition by F2. A priori, it is not clear how F1 and F2

should be compared.
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Remark 4.2.1. Before moving on, let us clarify that this comparison is not re-
lated to the question of whether the algebraic construction of the Mumford family
(♡G, ♡λ, ♡i, ♡αH) → X

Φ
(g)
H ,δ

(g)
H ,σ,C has an analytic analogue. (This question is

only related to the definition of F1.) To relate F2 to F1 at all, we need to make use
of the analytic toroidal boundary charts studied in §3, because it is the only way
we can see how F2 is defined.

Let s be any point of the σ-stratum of X
Φ

(g)
H ,δ

(g)
H ,σ,C, and let Rs denote the com-

pletion of the local ring of X
Φ

(g)
H ,δ

(g)
H ,σ,C at s. The ring Rs is noetherian and normal

because Ξ
Φ

(g)
H ,δ

(g)
H ,C(σ) is of finite type over C (and hence excellent). Let Ks :=

Frac(Rs). Then we obtain by pullback an object (♡GKs
, ♡λKs

, ♡iKs
, ♡αH,Ks

) →
Spec(Ks) of MH(Ks) corresponding to a canonical morphism Spec(Ks) → MH.
Concretely, the pullback of the tautological degeneration data define an object
in DDPEL,MH over Spec(Rs), and hence determines by [23, Thm. 5.3.1.17] a de-
generating family (♡GRs

, ♡λRs
, ♡iRs

, ♡αH,Ks
) → Spec(Rs) in DEGPEL,MH over

Spec(Rs). Then the object (♡GKs
, ♡λKs

, ♡iKs
, ♡αH,Ks

) → Spec(Ks) of MH(Ks)
above is isomorphic to the pullback of (♡GRs

, ♡λRs
, ♡iRs

, ♡αH,Ks
) → Spec(Rs)

to Spec(Ks).
The morphism F1 : X

Φ
(g)
H ,δ

(g)
H ,σ,C → X

Φ
(g)
H ,δ

(g)
H ,σ

→ Mtor
H,Σ induces

a morphism f tor
1 : Spec(Rs) → Mtor

H,Σ,C,L⊗
Z
Q, and hence a morphism

f1 : Spec(Ks) → MH,C,L⊗
Z
Q. The morphism F2 : X

Φ
(g)
H ,δ

(g)
H ,σ,C → ShtorH,Σ,alg

induces a morphism f tor
2 : Spec(Rs) → ShtorH,Σ,alg, and hence a morphism

f2 : Spec(Ks) → MH using the canonical morphism ShH,alg ↪→ MH.

Proposition 4.2.2. Let (♡GKs ,
♡λKs ,

♡iKs ,
♡αH,Ks) → Spec(Ks) be defined as

above (which is isomorphic to the pullback under f1 of the universal tuple over MH),
and let (GKs

, λKs
, iKs

, αH,Ks
) → Spec(Ks) be the pullback under f2 of the universal

tuple over MH. Then there is a canonical isomorphism (GKs
, λKs

, iKs
, αH,Ks

) ∼=
(♡GKs

, ♡λKs
, ♡iKs

, ♡αH,Ks
). Consequently, f1 = f2 by the universal property of

MH.

The proof of Proposition 4.2.2 will be completed in §4.6. Assuming Proposition
4.2.2 for now, we can prove our main theorem as follows:

Proof of Theorem 4.1.1. Let us consider the graph ∆ of the isomorphism ShH,alg
∼→

MH,C,L⊗
Z
Q as a locally closed sub-algebraic space of ShtorH,Σ,alg ×Mtor

H,Σ,C,L⊗
Z
Q, and

let ∆tor denote its algebraic-space closure. We would like to show that ∆tor de-
fines an isomorphism from ShtorH,Σ,alg to Mtor

H,Σ,C,L⊗
Z
Q, i.e. ∆

tor is the graph of an

isomorphism.

Let us take any cusp label [(Φ
(g)
H , δ

(g)
H , σ)] and any point s of the σ-stratum

of X
Φ

(g)
H ,δ

(g)
H ,σ,C. Let Rs, Ks, f tor

1 , f1, f tor
2 , and f2 be defined as in the two

paragraphs preceding Proposition 4.2.2. Under the flat morphism f tor
2 × f tor

1 :
Spec(Rs)×Spec(Rs) → ShtorH,Σ,alg ×Mtor

H,Σ,C,L⊗
Z
Q, the pullback (f tor

2 × f tor
1 )∗(∆tor)

is the closure of (f tor
2 × f tor

1 )∗(∆) in Spec(Rs)×Spec(Rs). Since f1 = f2 by
Proposition 4.2.2, the generic point of (f tor

2 × f tor
1 )∗(∆) is the image of the di-

agonal morphism Spec(Ks) → Spec(Ks)×Spec(Ks) → Spec(Rs)×Spec(Rs), and
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therefore (f tor
2 × f tor

1 )∗(∆tor) is the image of the diagonal morphism Spec(Rs) →
Spec(Rs)×Spec(Rs). By flatness of f tor

2 × f tor
1 , this shows that ∆tor defines an

isomorphism from an open neighborhood of the image of s in ShtorH,Σ,alg to an open

neighborhood of the image of s in Mtor
H,Σ,C,L⊗

Z
Q. Thus the theorem follows because

[(Φ
(g)
H , δ

(g)
H , σ)] and s are arbitrary. □

To prepare for the proof of Proposition 4.2.2, let us summarize the important
properties of ♡GKs in terms of the algebraic theta functions given by sections of
powers of the ample line bundle ♡LKs

. (These involve only the morphism f1.)
The reason to consider such theta functions is because they have obvious analytic
analogues (which will allow us to involve the morphism f2 as well).

Let ♡LKs
:= (Id♡GKs

, ♡λKs
)∗ P♡GKs

, let MKs
:= (IdAKs

, λAKs
)∗ PAKs

, and

let Oχ,Ks
:= PAKs

|AKs × cH,Ks (χ)
. According to [17, Ch. III, proof of Thm. 6.1] (see

also [23, Cor. 4.5.4.24 and proof of Thm. 4.5.4.17 in the revision]), we have the
following facts:

(1) There exists (non-canonically) an integer ms > 0 depending on s (such that
a relatively complete model for (GKs

,L⊗ms

Ks
) exists, and) such that, for any

integer m ≥ 0 divisible by ms, Γ(
♡GKs ,

♡L⊗m
Ks

) is canonically isomorphic

to the Ks-subspace Vm of
∏

χ∈X(g)

Γ(AKs
,M⊗m

Ks
⊗

OAKs

Oχ,Ks
) described by

Vm :=

 (θχ)χ∈X(g) : θχ ∈ Γ(AKs
,M⊗m

Ks
⊗

OAKs

Oχ,Ks
),

∀y, θχ+2mϕ(g)(y) = τ(y, χ+mϕ(g)(y)) T ∗
c∨(y) θχ

 .

In what follows, let us fix the choice of such an ms.
(2) The canonical morphisms

(4.2.3) Γ(AKs ,M⊗m
Ks

⊗
OAKs

Oχ,Ks) ⊗ Γ(AKs ,M⊗m′

Ks
⊗

OAKs

Oχ′,Ks)

→ Γ(AKs ,M
⊗(m+m′)
Ks

⊗
OAKs

Oχ+χ′,Ks)

induce Ks-module morphisms

(4.2.4) Vm ⊗Vm′ → Vm+m′ :

(θχ)χ∈X(g) ⊗ (θ′χ)χ∈X(g) 7→
( ∑

χ′∈X(g)

θχ+χ′θ′χ−χ′

)
χ∈X(g)

for integers m,m′ ≥ 0 divisible by ms, where the infinite sum over
X(g) makes sense because (by Mumford’s construction) for each
(θχ)χ∈X(g) ⊗ (θ′χ)χ∈X(g) there is a finitely generated Rs-submodule of
Vm+m′ containing all the entries θχ+χ′θ′χ−χ′ , in which

∑
χ′∈X(g)

θχ+χ′θ′χ−χ′

form a convergent sequence with respect to the ideal of definition of Rs.
(3) The above isomorphisms are compatible and define a Ks-algebra isomor-

phism ⊕
m≥0,ms|m

Γ(♡GKs
, ♡L⊗m

Ks
)

∼→ ⊕
m≥0,ms|m

Vm.

(4) Since ♡GKs
∼= Proj

(
⊕

m≥0,ms|m
Γ(♡GKs

, ♡L⊗m
Ks

)
)
, the Ks-algebra

⊕
m≥0,ms|m

Vm determines the isomorphism class of (♡GKs
, ♡λKs

).
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We will show (in Proposition 4.6.7 below) that the Ks-algebra ⊕
m≥0,ms|m

Vm

can be compared with the Ks-algebra ⊕
m≥0,ms|m

Γ(GKs
,L⊗m

Ks
) (which involves only

the morphism f2). (This will allow us to show that f1 = f2.) As mentioned
in Remark 4.2.1, this requires the detailed description of the analytic toroidal
boundary charts in §3. It is irrelevant whether f1 (or F1, or the Mumford fam-
ily (♡G, ♡λ, ♡i, ♡αH) → X

Φ
(g)
H ,δ

(g)
H ,σ,C) has an analytic construction or not.

4.3. Classical theta functions. By Lemmas 2.4.2, there exists a maximal to-

tally isotropic submodule L
(g)
MI of L(g) containing F

(g)
−2. Let {ei}1≤i≤r be a Z-basis

of F
(g)
−2. Let {ei}1≤i≤d be a Z-basis of L

(g)
MI extending the basis {ei}1≤i≤r of F

(g)
−2.

Let {fi}1≤i≤d be the elements of L(g) ⊗
Z
Q given by Lemma 2.4.3. Then the im-

ages of {fi}1≤i≤d in (L(g)/L
(g)
MI)⊗Z

Q form a Z-basis of (L(g))#/(L(g))#MI dual to

{ei}1≤i≤d, and the image of {fi}1≤i≤r in GrF
(g)

0,Q = Y (g) ⊗
Z
Q form a Z-basis of

X(g) (identified as a submodule of Y (g) ⊗
Z
Q as usual) dual to {ei}1≤i≤r. More-

over, (GrF
(g)

−1 )MI := LMI/F
(g)
−2 is a maximal totally isotropic submodule of GrF

(g)

−1 ,

and the images {ēi}r<i≤d of {ei}r<i≤d in GrF
(g)

−1 form a basis of LMI/F
(g)
−2. The

elements {fi}r<i≤d of L(g) ⊗
Z
Q lie in F

(g)
−1,Q = (F

(g)
−2,Q)

⊥ because ⟨ei, fj⟩ = 0 for

1 ≤ i ≤ r and r < j ≤ d. The images {f̄i}r<i≤d of {fi}r<i≤d in GrF
(g)

−1,Q satisfy

⟨ēi, f̄j⟩
(g)

11 = 2π
√
−1 δij and ⟨fi, fj⟩(g)11 = 0 for 1 ≤ i, j ≤ d. We shall fix the choices

of these {ei}1≤i≤d and {fi}1≤i≤d. As in §2.6, this allows us to study the line bundles
with sections varying holomorphically with h.

At any h ∈ X0, Gh,g (resp. Lh,g) is realized canonically as a three-step quotient

((Vh/F
(g)
−2)/GrF

(g)

−1 )/GrF
(g)

0 (resp. (((Vh ×C)/F(g)−2)/GrF
(g)

−1 )/GrF
(g)

0 ). For any integer

m ≥ 0, the line bundle L⊗m
h,g is canonically realized as the quotient of Vh ×C by

the action of L(g) defined by sending l ∈ L(g) to the holomorphic map

Vh ×C → Vh ×C :

(x,w) 7→ (x+ l, w e(− 1
2m(Bh,g −Hh,g)(l, l)−m(Bh,g −Hh,g)(l, x))).

Suppose we have a section of Γ(Gh,g,L⊗m
h,g ) represented by some function f : Vh →

C. Then we have

(4.3.1) f(x+ l) = f(x) e(− 1
2m(Bh,g −Hh,g)(l, l)−m(Bh,g −Hh,g)(l, x)).

Since F
(g)
−2 ⊂ L

(g)
MI, we have (Bh,g −Hh,g)(l, x) = 0 for any l ∈ F

(g)
−2 and x ∈ Vh by

definition. This shows that f(x) is periodic in F
(g)
−2.

Lemma 4.3.2. For any l ∈ L(g) and any x ∈ F
(g)
−2,h(C), we have

e( 12 (Bh,g −Hh,g)(l, x)) = e(⟨x, l̄⟩20),

where l̄ is the image of l in GrF
(g)

0 .

Proof. Since (Bh,g − Hh,g)(l, x) is C-linear in x, we may assume that

x ∈ F
(g)
−2,R. Let us write l = l1 + h(

√
−1)l2 + l3 for l1, l2 ∈ F

(g)
−2,R and
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l3 ∈ (F
(g)
−2,h(C))

⊥. Then we have Hh,g(l, x) = ⟨l, x⟩(g) −
√
−1 ⟨l, h(

√
−1)x⟩(g) =

⟨h(
√
−1)l2, x⟩

(g) −
√
−1 ⟨l1, h(

√
−1)x⟩(g) and Bh,g(l, x) = Hh,g(l

c, x) =

−⟨h(
√
−1)l2, x⟩

(g) −
√
−1 ⟨l1, h(

√
−1)x⟩(g), so that 1

2 (Bh,g − Hh,g)(l, x) =

⟨x, h(
√
−1)l2⟩

(g)
= ⟨x, l⟩(g) = ⟨x, l̄⟩(g)20 , as desired. □

Definition 4.3.3. For each y ∈ Y (g) ⊗
Z
Q, we define the function

eh,g,y : Vh → C : x 7→ e( 12 (Bh,g −Hh,g)(ε
(g)(0, 0, y), x)).

For each χ ∈ X(g), we define eh,g,χ by viewing χ as an element of Y (g) ⊗
Z
Q using

the homomorphism ϕ(g) : Y (g) ↪→ X(g) with finite cokernel.

Corollary 4.3.4. Every holomorphic function f : Vh → C that is periodic in F
(g)
−2

can be written uniquely as

(4.3.5) f(x) =
∑

χ∈X(g)

eh,g,χ(x) fχ(x)

for some holomorphic functions fχ : Vh → C. The value of the functions fχ(x)

depend only on the image x−1 of x in GrF
(g)

−1
∼= Vh/F

(g)
−2,h(C). (Therefore we shall

sometimes write fχ(x−1) instead of fχ(x).)

4.4. Quasi-periodicity in ε(g)(GrF
(g)

−1 ). Suppose l−1 ∈ GrF
(g)

−1 . Let

l := ε(g)(0, l−1, 0). Then l = l1 + l3 for some l1 ∈ F
(g)
−2,R and l3 ∈ (F

(g)
−2,h(C))

⊥, which

shows that lc = l1 + lc3 because F
(g)
−2,R ⊂ LMI ⊗

Z
R. Therefore, (Bh,g −Hh,g)(l, x) =

Hh,g(l
c − l, x) = Hh−1,g(l

c
−1 − l−1, x−1) = (Bh−1,g −Hh−1,g)(l−1, x−1), where x−1

is the image of x in GrF
(g)

−1
∼= Vh/F

(g)
−2,h(C). Thus, by comparing the coefficients of

eh,g,χ(x) in (4.3.1), we obtain

(4.4.1) fχ(x−1 + l−1) eh,g,χ(l) = fχ(x−1)

e(− 1
2m(Bh−1,g −Hh−1,g)(l−1, l−1)−m(Bh−1,g −Hh−1,g)(l−1, x−1)).

The line bundle Mh−1,g := (IdAh−1,g
, λAh−1,g

)∗ PAh−1,g
is isomorphic to the

quotient of GrF
(g)

−1,R ×C by the action of GrF
(g)

−1 defined by sending l−1 ∈ GrF
(g)

−1,Q to

the holomorphic map GrF
(g)

−1,R ×C → GrF
(g)

−1,R ×C defined by

(x−1, w) 7→ (x−1 + l,

w e(− 1
2 (Bh−1,g −Hh−1,g)(l−1, l−1)− (Bh−1,g −Hh−1,g)(l−1, x−1))),

where Bh−1,g : GrF
(g)

−1,R ×GrF
(g)

−1,R → C is the symmetric C-bilinear pairing such that

Bh−1,g(x−1, y−1) = Hh−1,g(x−1, y−1) for any x−1, y−1 ∈ (GrF
(g)

−1 )MI. (We introduce
Bh−1,g so that the line bundle Mh−1,g and its sections vary holomorphically with
h−1.) Thus, the factor

e(− 1
2m(Bh−1,g −Hh−1,g)(l−1, l−1)−m(Bh−1,g −Hh−1,g)(l−1, x−1))

defines sections of the line bundle M⊗m
h−1,g

. However, this differs from the factor in

(4.4.1) by the inverse of the factor eh,g,χ(l). Let us clarify this factor.
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Lemma 4.4.2. With settings as above, we have

eh,g,χ(l) = e( 12 (Bh−1,g −Hh−1,g)(l−1, ε
(g)
10 (h)(χ))).

Proof. Since Bh,g is symmetric, we have

1
2 (Bh,g −Hh,g)(ε

(g)(0, 0, χ), l)

= 1
2 (Bh,g −Hh,g)(l, ε

(g)(0, 0, χ)) + ⟨l, ε(g)(0, 0, χ)⟩
(g)

= 1
2Hh−1,g(l

c
−1 − l−1, ε

(g)
10 (h)(χ)) + ⟨l−1, χ⟩(g)10

= 1
2 (Bh−1,g −Hh−1,g)(l−1, ε

(g)
10 (h)(χ)) + ⟨l−1, χ⟩(g)10 .

Now the lemma follows because ⟨l−1, χ⟩(g)10 ∈ Z(1). □

This shows that the inverse of the factor eh,g,χ(l) defines the line bundle corre-

sponding to the point on A∨
h−1,g

represented by ε
(g)
10 (h)(χ).

Corollary 4.4.3. For any function ζ : GrF
(g)

−1,R → C and any point a ∈ GrF
(g)

−1,R, de-

fine a function T ∗
a ζ : GrF

(g)

−1,R → C by (T ∗
a ζ)(x) := ζ(x+a). Then fχ satisfies the re-

lation (4.4.1) if and only if T ∗
1
m ε

(g)
10 (h)(χ)

fχ represents a section of Γ(Ah−1,g,M⊗m
h−1,g

).

Lemma 4.4.4. ε
(g)
10 (h)(χ) +

t(ε
(g)
21 (h))(χ) ∈ (GrF

(g)

−1 )#.

Proof. By Lemma 3.5.8, we have for any l−1 ∈ GrF
(g)

−1

⟨l−1, ε
(g)
10 (h)(χ) +

t(ε
(g)
21 (h))(χ)⟩

(g)

11 = ⟨l−1, ε
(g)
10 (h)(χ)⟩

(g)

11 + ⟨ε(g)21 (h)(l−1), χ⟩
(g)

11

= ⟨l−1, χ⟩(g)10 ∈ Z(1). □

Corollary 4.4.5. The points ε
(g)
10 (h)(χ) and − t(ε

(g)
21 (h))(χ) of GrF

(g)

−1,R define the

same point in A∨
h−1,g

= GrF
(g)

−1,R /(GrF
(g)

−1 )#.

Corollary 4.4.6. Let Oχ,h−1,g := PAh−1,g
|Ah−1,g × ch,g(χ). Let fχ : GrF

(g)

−1,R →
C be a function satisfying the relation (4.4.1). Then fχ represents a section of
Γ(Ah−1,g,M⊗m

h−1,g
⊗

OAh−1,g

Oχ,h−1,g) if we represent the point ch,g(χ) of A∨
h−1,g

by

ε
(g)
10 (h)(χ) (instead of − t(ε

(g)
21 (h))(χ), which also defines the correct datum ch,g,H).

Remark 4.4.7. If we represent the point ch,g(χ) of A
∨
h−1,g

by − t(ε
(g)
21 (h))(χ), then

we need to modify fχ(x−1) by the factor

e(− 1
2 (Bh−1,g −Hh−1,g)(ε

(g)
10 (h)(χ) +

t(ε
(g)
21 (h))(χ), x−1)).

We shall refrain from doing so, because later we will need to work with ε
(g)
10 (h)(χ)

anyway when we study the action of GrF
(g)

0 .

For any l̄−1 ∈ (GrF
(g)

−1 )#/(GrF
(g)

−1 )#MI, consider the group homomorphism

ξl̄−1
: (GrF

(g)

−1 )MI ⊗
Z
C → C× : x−1 7→ e( 12 (Bh−1,g −Hh−1,g)(l−1, x−1)),
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where l−1 ∈ (GrF
(g)

−1 )# is some representative of l̄−1. Then we have

ξl̄−1
(x−1) = e(⟨x−1, l−1⟩(g)11 ) = e(−⟨l−1, x−1⟩(g)11 )

by Lemma 2.6.1.

Let (GrF
(g)

−1 )#MI := (GrF
(g)

−1 )# ∩((GrF
(g)

−1 )MI ⊗
Z
Q). For any integer m ≥ 1, let

{l̄(j)−1}j∈Jm be a complete set of representatives of

[(GrF
(g)

−1 )#/(GrF
(g)

−1 )#MI] / [2m(GrF
(g)

−1 /(GrF
(g)

−1 )MI)].

Let Ωh−1 be determined by h−1, {ei}r<i≤d, and {fi}r<i≤d as in §2.4. Then, by
Corollary 2.6.5, for each j ∈ Jm, the infinite sums

θ
(j)
m,h−1,g

(x−1) :=
∑

l̄−1∈GrF
(g)

−1 /(GrF
(g)

−1 )MI

ξ
l̄
(j)
−1+ml̄−1

(Ωh−1(l̄−1)) ξl̄(j)−1+2ml̄−1
(x−1)

converges absolutely and uniformly over compact subsets of GrF
(g)

−1,R, and the collec-

tion {θ(j)m,h−1,g
}j∈Jm

define holomorphic functions over GrF
(g)

−1,h representing a C-basis
of Γ(Ah−1,g,M⊗m

h−1,g
). Combining this with Corollary 4.4.3, we obtain:

Lemma 4.4.8. Set θ
(j),χ
m,h−1,g

:= T ∗
− 1

m ε
(g)
10 (h)(χ)

θ
(j)
m,h−1,g

for any j ∈ Jm and χ ∈

X(g). Then the collection {θ(j),χm,h−1,g
}j∈Jm

over GrF
(g)

−1,h represents a C-basis of

Γ(Ah−1,g,M⊗m
h−1,g

⊗
OAh−1,g

Oχ,h−1,g).

4.5. Quasi-periodicity in ε(g)(GrF
(g)

0 ). Suppose y ∈ Y (g) = GrF
(g)

0 . Let l :=
ε(g)(0, 0, y).

Lemma 4.5.1. For any χ ∈ X(g), we have (cf. Definition 4.3.3)

eh,g,χ(l) = e(⟨ε(g)20 (y), χ⟩
(g)

20 ) e(
1
2 (Bh−1,g −Hh−1,g)(ε

(g)
10 (h)(χ), ε

(g)
10 (h)(y))),

which represents the section τh,g(y, χ) of (c∨h,g(y), ch,g(χ))
∗ P⊗−1

Ah−1,g
if we represent

the point (c∨h,g(y), ch,g(χ)) of Ah−1,g ×A∨
h−1,g

by the point (ε
(g)
10 (h)(χ), ε

(g)
10 (h)(y)) of

GrF
(g)

−1,R ×GrF
(g)

−1,R.

Proof. Let us write ε(g)(0, 0, χ) = χ1 + h(
√
−1)χ2 + χ3 and l = ε(g)(0, 0, y) =

y1 + h(
√
−1)y2 + y3 with χ1, χ2, y1, y2 ∈ GrF

(g)

−2,R and χ3, y3 ∈ (GrF
(g)

−2,h(C))
⊥. Then

1
2 (Bh,g −Hh,g)(ε

(g)(0, 0, χ), l)

= 1
2Hh,g(−2h(

√
−1)χ2, y1 + h(

√
−1)y2) +

1
2Hh,g(χ

c
3 − χ3, y3)

= −⟨h(
√
−1)χ2, y1⟩

(g) −
√
−1 ⟨h(

√
−1)χ2, y2⟩

(g)
+ 1

2Hh−1,g(ε
(g)
10 (χ)

c − ε
(g)
10 (χ), y3)

= ⟨ε(g)20 (h)(y), χ⟩
(g)

20 + 1
2 (Bh−1,g −Hh−1,g)(ε

(g)
10 (h)(χ), ε

(g)
10 (h)(y)),

and the lemma follows by evaluating e( · ). □

Remark 4.5.2. In the proof of Lemma 3.6.6, the expression of τh,g(y, χ) was

written as e(⟨ε(g)20 (h)(y), χ⟩
(g)

20 ) e(− 1
2Hh−1,g(− t(ε

(g)
21 (h))(χ), ε

(g)
10 (h)(y)))) over

(ε
(g)
10 (h)(y),− t(ε

(g)
21 (h))(χ)). Since we have twisted our coordinates by introducing
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Bh−1,g, and since we have used the representative (ε
(g)
10 (h)(y), ε

(g)
10 (h)(χ)) instead

of (ε
(g)
10 (h)(y),− t(ε

(g)
21 (h))(χ)), the expressions are consistent.

By expanding f(x+ l) using (4.3.5), we obtain

f(x+ l) =
∑

χ∈X(g)

eh,g,χ(x+ l) fχ(x−1 + ε
(g)
10 (h)(y))

=
∑

χ∈X(g)

eh,g,χ(x) eh,g,χ(l) fχ(x−1 + ε
(g)
10 (h)(y)).

On the other hand, we have (by shifting summation indices by 2mϕ(g)(y))

f(x) e(− 1
2m(Bh,g −Hh,g)(l, l)−m(Bh,g −Hh,g)(l, x))

=
∑

χ∈X(g)

eh,g,χ(x)fχ(x−1) eh,g,−my(l) eh,g,−2my(x)

=
∑

χ∈X(g)

eh,g,χ(x) fχ+2mϕ(g)(y)(x−1) eh,g,−my(l).

By comparing the coefficients of eh,g,χ(x), the relation (4.3.1) implies

fχ(x−1 + ε
(g)
10 (h)(y)) eh,g,χ(l) = fχ+2mϕ(g)(y)(x−1) eh,g,−my(l),

or equivalently

(4.5.3) fχ+2mϕ(g)(y) = eh,g,χ+mϕ(g)(y)(l) T
∗
ε
(g)
10 (h)(y)

fχ.

Written symbolically using Lemma 4.5.1, this is

fχ+2mϕ(g)(y) = τ(y, χ+mϕ(g)(y)) T ∗
c∨h,g(y)

fχ,

which is exactly the same relation appeared in the definition of Vm.

Lemma 4.5.4. If {χ(j′)}j′∈J′
m

is a complete set of representatives of

X(g)/2ϕ(g)(Y (g)), then any family (fχ)χ∈X that satisfies (4.5.3) for every y ∈ Y (g)

and every χ ∈ X(g) is uniquely determined by the finite subfamily (fχ(j′))j′∈J′
m
.

Moreover, the sum (4.3.5) converges for such a family and defines an element of
Γ(Gh,g,L⊗m

h,g ).

Proof. The first statement is obvious. Since the C-dimension of Γ(Gh,g,L⊗m
h,g ) is

explicitly known (by Corollary 2.6.5), the convergence of the sum (4.3.5) is forced.
□

Corollary 4.5.5. Let us denote by θ
(j,j′)
m,h,g the family (fχ) satisfying (4.5.3) (for

every y ∈ Y (g) and every χ ∈ X(g)) such that fχ = 0 for χ ̸∈ χ(j′) + 2mϕ(g)(Y (g))

and fχ(j′) = θ
(j)
m,h−1,g

. Then the collection {θ(j,j
′)

m,h,g}j∈Jm,j′∈J′
m

defines a C-basis of

Γ(Gh,g,L⊗m
h,g ).

4.6. Explicit bases in analytic families. Let K0 be the function field of the
irreducible component of ShtorH,Σ,alg containing s. Let U be any (connected) complex

analytic neighborhood of s in ShtorH,Σ, and let KU denote the ring of meromorphic
functions on U . As in [3, p. 117, (10.1)] (with an obvious analogue for algebraic
spaces), there are natural inclusions

K0 ↪→ KU → Ks.
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Let U0 := U ∩ShH. Let (GU0
, λU0

, iU0
, αH,U0

) → U0 denote the pullback of
(Ghol, λhol, ihol, αH,hol) → ShH under U0 ↪→ ShH, or rather the holomorphic family
descended from (Ghol, λhol, ihol, αH,hol) → X. By shrinking U if necessary, we may
assume that U0 ↪→ U is given by

(4.6.1) ∆a
0 ×∆b ↪→ ∆a+b,

where ∆ is the unit disk, ∆0 is the unit punctured disk, and a, b ≥ 0 are integers.

By the theorem of [2, p. 279], we see that π1(U0) (as a subgroup of Γ
(g)
H ) lies in

ΓF(g),U2

H . Therefore, by choosing a point s̃ of

(ΓF(g),U2

H \XF(g)

2 )

E
Φ
(g)
H

(C)

× E
Φ

(g)
H

(C)(σ)

that is mapped to s, (which is necessarily in the interior of the closure of ΓF(g),U2

H \X,)
we may assume that U is the isomorphic image of some complex analytic poly-
disk Ũ containing s̃. Let Ũ0 be the preimage of U0 in Ũ . Then we may realize
(GU0

, λU0
, iU0

, αH,U0
) → U0 as the holomorphic family (GŨ0

, λŨ0
, iŨ0

, αH,Ũ0
) → Ũ0

descended from X.

Lemma 4.6.2. The topology of Rs is finer than the topology defined by the
functions vanishing on the σ-stratum Ξ

Φ
(g)
H ,δ

(g)
H ,σ,an

of Ξ
Φ

(g)
H ,δ

(g)
H ,an

(σ), which

is therefore finer than the topology defined by the collection of functions
{eh,g,y(ε(g)(0, 0, y))}y∈Y (g),y ̸=0 in complex coordinates. (Here, by abuse of

notation, we consider eh,g,y(ε
(g)(0, 0, y)) as functions varying holomorphically with

h for each g and y.) Therefore, a formal power series convergent for the topology
defined by {eh,g,y(ε(g)(0, 0, y))}y∈Y (g),y ̸=0 is also convergent for the topology of Rs.

Proof. The first half of the first statement is true because s is a point of the
σ-stratum. The second half of the first statement is true because the definition
of the σ-stratum uses the sub-semigroup σ∨

0 of S
Φ

(g)
n

, which contains all elements

of the form [y⊗ϕ(y)] for some y ∈ Y (g) because σ ⊂ P+

Φ
(g)
H

. □

Lemma 4.6.3. The C-basis {θ(j,j
′)

m,h,g}j∈Jm,j′∈J′
m

of Γ(Gh,g,L⊗m
h,g ) varies holomor-

phically with h ∈ Ũ0, and it descends to U0 because ΓF(g),U2

H acts trivially on all the

data involved. Moreover, the element θ
(j,j′)
m,hol of Γ(GU0

,L⊗m
U0

) defined by θ
(j,j′)
m,h,g stays

bounded when the point of U0 defined by h approaches the boundary U − U0.

Proof. Both statements are clear from the explicit expression of each θ
(j,j′)
m,h,g. □

Corollary 4.6.4. The collection {θ(j,j
′)

m,hol}j∈Jm,j′∈J′
m

represents a Ks-basis of

Γ(GKs
,L⊗m

Ks
).

Lemma 4.6.5. The sections {θ(j),χm,h−1,g
}j∈Jm

of Γ(Ah−1,g,M⊗m
h−1,g

⊗
OAh−1,g

Oχ,h−1,g)

vary holomorphically with h ∈ Ũ0 (or rather with the h−1 associated with h), descend

to sections {θ(j),χm,hol}j∈Jm of Γ(AU0 ,M⊗m
U0

⊗
OAU0

Oχ,U0), and extend canonically to U .

Proof. The identification of U0 ↪→ U in (4.6.1) implies implicitly that U0 and U
parameterize the same abelian parts. □
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Corollary 4.6.6. The collection {θ(j),χm,hol}j∈Jm
over U0 defines a Ks-basis of

Γ(AKs ,M⊗m
Ks

⊗
OAKs

Oχ,Ks).

Completely analogous to the case of {θ(j,j
′)

m,hol}j∈Jm,j′∈J′
m

above, the collection

{θ(j),χm,hol}j∈Jm
and the same representatives {χ(j′)}j′∈J′

m
determine a Ks-basis

{♡θ
(j,j′)
m,hol}j∈Jm,j′∈J′

m
of Vm.

Now Proposition 4.2.2 follows (as outlined in §4.2) from:

Proposition 4.6.7. The assignments θ
(j,j′)
m,hol 7→ ♡θ

(j,j′)
m,hol (for m ≥ 0 divisible by

ms) define a canonical (Ks-algebra) isomorphism

⊕
m≥0,ms|m

Γ(GKs
,L⊗m

Ks
)

∼→ ⊕
m≥0,ms|m

Vm
∼= ⊕

m≥0,ms|m
Γ(♡GKs

, ♡L⊗m
Ks

)

inducing an isomorphism (GKs
, λKs

, iKs
, αH,Ks

) ∼= (♡GKs
, ♡λKs

, ♡iKs
, ♡αH,Ks

).

Proof. Since the periods τ(y, χ + mϕ(g)(y)) involved are identical over Ks, the
explicit formula (4.5.3) allows us to identify Γ(GKs

,L⊗m
Ks

) canonically with Vm for
any m ≥ 0 (divisible by ms).

By Lemma 4.6.2, the infinite sums (4.3.5) for elements in {θ(j,j
′)

m,hol}j∈Jm,j′∈J′
m

correspond to infinite sums convergent in the topology defined by Rs. This

allows us to identify the canonical morphisms Γ(GKs
,L⊗m

Ks
) ⊗ Γ(GKs

,L⊗m′

Ks
) →

Γ(GKs ,L
⊗(m+m′)
Ks

) with the morphisms (4.2.4) using the canonical morphisms

(4.2.3). As a result, the graded Ks-algebra ⊕
m≥0,ms|m

Γ(GKs
,L⊗m

Ks
) is canonically

isomorphic to ⊕
m≥0,ms|m

Vm, and hence to ⊕
m≥0,ms|m

Γ(♡GKs
, ♡L⊗m

Ks
). This gives

the canonical isomorphism GKs
∼= ♡GKs

matching λKs
and ♡λKs

.
Take any integer n ≥ 3 such that U(n) ⊂ H. Since LKs is ample over GKs ,

giving a point of GKs [n] is equivalent to giving (compatibly) for each m ≥ 0
divisible by ms a Ks-linear morphism Γ(GKs ,L⊗m

Ks
) → Ks. (The same is true

with ms replaced with any positive integer.) For each l̄ ∈ 1
nL/L, the evaluation of

{θ(j,j
′)

m,hol}j∈Jm,j′∈J′
m
at the point αh,g,n(l̄) of Gh,g varies holomorphically with respect

to h ∈ Ũ0, and hence defines a morphism Γ(GKs
,L⊗m

Ks
) → Ks giving a point of

GKs
[n]. This defines a tautological level-n structure αn,Ks

: 1
nL

(g)/L(g) ∼→ GKs [n],
whose (H/U(n))-orbit is αH,Ks

. By Corollary 4.5.5, the evaluation defining αn,Ks

can be determined by a similar evaluation of the collection {θ(j),χm,h−1
}j∈Jm

at points

of Ah−1,g[n] (without having to evaluate at the points of Gh,g[n]). Since the two

collections {θ(j,j
′)

m,hol}j∈Jm,j′∈J′
m

and {♡θ
(j,j′)
m,hol}j∈Jm,j′∈J′

m
are defined using the col-

lection {θ(j),χm,hol}j∈Jm
by the same formulae (for each m ≥ 0 divisible by ms), and

since the level structures are built from their graded pieces by the same tautologi-
cal relations (in particular, the relations (3.5.10) and (3.6.7) for αn,Ks

correspond
to the same tautological relations for ♡αn,Ks

; cf. [23, Thm. 5.2.3.13 and §6.2.3]),
the isomorphism GKs

∼= ♡GKs
matches αn,Ks

and ♡αn,Ks
, the latter being the

tautological level-n structure determined by the U(n)-orbit of (Z(g),Φ(g), δ(g)). By
taking (H/U(n))-orbits, we see that the isomorphism GKs

∼= ♡GKs
matches αH,Ks

and ♡αH,Ks
as well.
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By [24, §21, Thm. 5 and its proof], the isomorphism GKs
∼= ♡GKs

matches iKs

and ♡iKs because it matches αn,Ks and ♡αn,Ks with n ≥ 3. Thus we have the
desired isomorphism (GKs , λKs , iKs , αH,Ks)

∼= (♡GKs ,
♡λKs ,

♡iKs ,
♡αH,Ks). □

5. Applications

5.1. Minimal compactifications.

Theorem 5.1.1. Let Shmin
H,alg denote the minimal compactification of ShH,alg con-

struction by [4, 10.11], and let Mmin
H,C,L⊗

Z
Q denote the closure of MH,C,L⊗

Z
Q in

Mmin
H,C, the pullback of Mmin

H under F0 ↪→ C. Then there is a canonical strata-

preserving isomorphism Shmin
H,alg

∼→ Mmin
H,C,L⊗

Z
Q extending the canonical isomorphism

ShH,alg
∼→ MH,C,L⊗

Z
Q.

Proof. Let ω := ∧top Lie∨G/Mtor
H,Σ

= ∧top e∗G Ω1
G/Mtor

H,Σ
, where (G,λ, i, αH) → Mtor

H,Σ

is the degenerating family given by [23, Thm. 6.4.1.1]. By [23, Thm. 7.2.4.1], we

have Mmin
H

∼= Proj

(
⊕
k≥0

Γ(Mtor
H,Σ, ω

⊗ k)

)
. By pullback to closures of MH,C,L⊗

Z
Q (in

the normal ambient varieties), we obtain

(5.1.2) Mmin
H,C,L⊗

Z
Q
∼= Proj

(
⊕
k≥0

Γ(Mtor
H,Σ,C,L⊗

Z
Q, ω

⊗ k)

)
.

On the other hand, according to [4, 10.11] and [27, 8.2], and by Theorem 4.1.1,
we have

(5.1.3) Shmin
H,alg

∼= Proj

(
⊕
k≥0

Γ(Mtor
H,Σ,C,L⊗

Z
Q,Ω

⊗ k
)

)
,

where Ω := ∧top (Ω1
Mtor

H,Σ,C,L⊗
Z

Q/C
[d log∞]) (with d log∞ defined as in [23, Thm.

6.4.1.1]).
Let us denote by M1

H,C,L⊗
Z
Q the open subscheme of Mmin

H,C,L⊗
Z
Q formed by the

union of the strata of Mmin
H,C,L⊗

Z
Q of codimension at most one. By the descrip-

tion of the fibers of the canonical morphism Mtor
H,Σ,C,L⊗

Z
Q → Mmin

H,C,L⊗
Z
Q in [23,

Thm. 7.2.4.1], its restriction to M1
H,C,L⊗

Z
Q is an isomorphism. Hence we may view

M1
H,C,L⊗

Z
Q as an open subscheme of Mtor

H,Σ,C,L⊗
Z
Q as well.

Since the complement of M1
H,C,L⊗

Z
Q in Mmin

H,C,L⊗
Z
Q has codimension at least two,

and since the sheaves on the right-hand sides of (5.1.2) and (5.1.3) descend to
Mmin

H,C,L⊗
Z
Q (because H is neat; cf. [23, Thm. 7.2.4.1] and [4, 10.14]), to compare the

right-hand sides of (5.1.2) and (5.1.3), it suffices to compare them over connected
components of M1

H,C,L⊗
Z
Q. Since each of the connected components decomposes

(up to subspaces of codimension at least two) according to the decomposition of
Gad ⊗

Z
Q into Q-simple factors, we may as well assume that Gad ⊗

Z
Q is Q-simple

and nontrivial. By using the extended Kodaira–Spencer isomorphism (see [23,
Thm. 6.4.1.1]), and by tensoring with the analogues isomorphism with F -action
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twists by ⋆, we know that some positive tensor power ω|M1
H,C,L⊗

Z
Q
is isomorphic to

some positive tensor power of Ω|M1
H,C,L⊗

Z
Q
. Thus, we obtain a canonical isomorphism

Shmin
H,alg

∼→ Mmin
H,C,L⊗

Z
Q extending the canonical isomorphism ShH,alg

∼→ MH,C,L⊗
Z
Q,

as desired.
The statement that this isomorphism is strata-preserving follows from Theorem

4.1.1, from the description of the morphism ShtorH,Σ,alg → Shmin
H,alg in [2, pp. 254–256],

and from the description of the morphism Mtor
H,Σ → Mmin

H in [23, Thm. 7.2.4.1]. □

Remark 5.1.4. The statement that the restriction of Mtor
H,Σ,C,L⊗

Z
Q → Mmin

H,C,L⊗
Z
Q to

M1
H,C,L⊗

Z
Q is an isomorphism, together with Theorems 4.1.1 and 5.1.1, explains

that growth conditions commonly imposed on sections of coherent sheaves can be
understood as the Riemann extension theorem applied to the analytic boundary,
essentially (products of) the one-dimensional case.

5.2. Automorphic bundles. Let us denote the universal object over MH by
(GMH , λMH , iMH , αH) → MH, interpreted as the pullback of the degenerating fam-
ily (G,λ, i, αH) → Mtor

H,Σ to MH. Consider the relative de Rham cohomology

H1
dR(GMH/MH) := R1(GMH → MH)∗ (Ω

•
GMH/MH

) with its self-dual pairing struc-

ture ⟨ · , · ⟩λ : H1
dR(GMH/MH)×H1

dR(GMH/MH) → OMH(1) induced by λ : GMH →
G∨

MH
. (See [15, 1.5] for the definition of ⟨ · , · ⟩λ.) Let

HdR
1 (GMH/MH) := HomOMH

(H1
dR(GMH/MH),OMH),

and denote the induced pairing on HdR
1 (GMH/MH)×HdR

1 (GMH/MH) by the same
notation ⟨ · , · ⟩λ. By [5, Lem. 2.5.3], we have canonical short exact sequences

0 → Lie∨G∨
MH

/MH
→ HdR

1 (GMH/MH) → LieGMH/MH
→ 0 and 0 → Lie∨GMH/MH

→
H1

dR(GMH/MH) → LieG∨
MH

/MH
→ 0. The submodules Lie∨G∨

MH
/MH

and Lie∨GMH/MH

are maximal totally isotropic with respect to ⟨ · , · ⟩λ.
On the other hand, consider the O⊗

Z
C-module morphism

(5.2.1) L⊗
Z
C → V0 := (L⊗

Z
C)/Ph0

,

where Ph0
:= {

√
−1 x − h0(

√
−1)x : x ∈ L⊗

Z
R} ⊂ L⊗

Z
C is defined as in Lemma

2.1.2. Let F ′
0 be any field extension of F0 in C over which there exists an

O⊗
Z
F ′
0-module L0 such that L0 ⊗

F ′
0

C ∼= V0 as O⊗
Z
C-modules. (The choice does

not matter for us here, but in practice there might be an optimal choice in each
special case. The reader can take for example F ′

0 = C in what follows.) Let us fix
the choice of L0 and denote by

⟨ · , · ⟩can. : (L0 ⊕L∨
0 (1))×(L0 ⊕L∨

0 (1)) → F ′
0(1)

the alternating pairing defined by ⟨(x1, f1), (x2, f2)⟩can. := f2(x1)− f1(x2).
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Definition 5.2.2. For any F ′
0-algebra R, set

G0(R) :=


(g, r) ∈ GLO ⊗

F ′
0

R((L0 ⊕L∨
0 (1))⊗

F ′
0

R)×Gm(R) :

⟨gx, gy⟩ = r⟨x, y⟩,∀x, y ∈ (L0 ⊕L∨
0 (1))⊗

F ′
0

R

 ,

P0(R) := {(g, r) ∈ G0(R) : g(L∨
0 (1)⊗

F ′
0

R) = L∨
0 (1)⊗

F ′
0

R},

M0(R) := GLO⊗
Z
R(L

∨
0 (1)⊗

F ′
0

R)×Gm(R),

where we view M0(R) canonically as a quotient of P0(R) by P0(R) → M0(R) :
(g, r) 7→ (g|L∨

0 (1) ⊗
F ′
0

R, r). The assignments are functorial in R and define group

functors G0, P0, and M0 over Spec(F ′
0).

Lemma 5.2.3. The choice of h0 defines by Lemma 2.1.2 a canonical isomorphism

(L⊗
Z
C, ⟨ · , · ⟩) ∼= (L0 ⊕L∨

0 (1), ⟨ · , · ⟩can.)⊗
F ′

0

C,

and hence a canonical isomorphism G(C) ∼= G0(C). Consequently, the choice of h0

identifies P0 ⊗
F ′

0

C canonically with a parabolic subgroup of G⊗
Z
C.

Proof. It suffices to take any isomorphism L⊗
Z
C ∼= V0 ⊕V ∨

0 (1) matching V0 (resp.

V ∨
0 (1)) with the submodule of L⊗

Z
C on which h0(z) acts by 1⊗ z (resp. 1⊗ zc). □

In what follows, by abuse of notation, we shall replace MH etc with their base
extensions from Spec(F0) to Spec(F ′

0), and replace M0 = Spec(F0) with Spec(F ′
0)

accordingly.

Definition 5.2.4. The principal P0-bundle over MH is the P0-torsor

EP0
:= IsomO⊗

Z
OMH

((HdR
1 (GMH/MH), ⟨ · , · ⟩λ,OMH(1),Lie∨G∨

MH
/MH

),

((L0 ⊕L∨
0 (1))⊗

F ′
0

OMH , ⟨ · , · ⟩can.,OMH(1), L∨
0 (1)⊗

F ′
0

OMH)),

the sheaf of isomorphisms of OMH-sheaves of symplectic O-modules with maximal
totally isotropic O⊗

Z
F ′
0-submodules. (The group P0 acts as automorphisms on

(L⊗
Z

OMH , ⟨ · , · ⟩λ,OMH(1), L∨
0 (1)⊗

F ′
0

OMH) by definition. The third entries OMH(1)

in the tuples represent the values of the pairings. We allow isomorphisms of sym-
plectic O-modules to modify the pairings up to units.)

Here EP0 is an étale P0-torsor because, by the condition on Lie algebra (giving
sections pointwise), by the theory of infinitesimal deformations (giving sections
over complete local bases; cf. for example [23, Ch. 2]), and by the theory of Artin’s
approximations (cf. [1, Thm. 1.10 and Cor. 2.5]), it has sections étale locally.

Definition 5.2.5. The principal M0-bundle over MH is the M0-torsor

EM0
:= IsomO⊗

Z
OMH

((Lie∨G∨
MH

/MH
,OMH(1)), (L∨

0 (1)⊗
F ′

0

OMH ,OMH(1))),

the sheaf of isomorphisms of OMH-sheaves of O⊗
Z
F ′
0-modules. (We view the sec-

ond entries OMH(1) as an additional structure, inherited from the corresponding
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objects for P0. The group M0 acts as automorphisms on (L∨
0 (1)⊗

F ′
0

OMH ,OMH(1))

by definition.)

Definition 5.2.6. For any F ′
0-algebra E, we denote by RepE(P0) (resp. RepE(M0))

the category of E-modules with algebraic actions of P0 ⊗
F ′

0

E (resp. M0 ⊗
F ′

0

E).

Definition 5.2.7. Let E be any F ′
0-algebra. For any W ∈ RepE(P0), we define

EP0,E(W ) := (EP0
⊗
F ′

0

E)

P0 ⊗
F ′
0

E

× W,

called the automorphic bundle over MH ⊗
F ′

0

E associated with W .

Lemma 5.2.8. Let E be any F ′
0-algebra. If we view an element in W ∈ RepE(M0)

as an element in RepE(P0) in the canonical way, then we have a canonical isomor-
phism

EP0,E(W ) ∼= EM0,E(W ) := (EM0 ⊗
F ′

0

E)

M0 ⊗
F ′
0

E

× W.

We call EM0,E(W ) the automorphic bundle over MH ⊗
F ′

0

E associated with W .

To define the canonical extensions of automorphic bundles, let us formulate
axiomatically the input we need as follows:

Assumption 5.2.9. The sheaf HdR
1 (GMH/MH) extends to a locally free sheaf

(HdR
1 (GMH/MH))can over OMtor

H,Σ
, which is characterized by the following proper-

ties:

(1) The sheaf (HdR
1 (GMH/MH))can, canonically identified as a subsheaf of the

quasi-coherent sheaf (MH ↪→ Mtor
H,Σ)∗ (H

dR
1 (GMH/MH)), is self-dual under

the pairing (MH ↪→ Mtor
H,Σ)∗ (⟨ · , · ⟩λ). We shall denote the induced pairing

by ⟨ · , · ⟩canλ .

(2) (HdR
1 (GMH/MH))can contains Lie∨G∨/Mtor

H,Σ
as a subsheaf totally isotropic

under ⟨ · , · ⟩canλ .

(3) The quotient sheaf (HdR
1 (GMH/MH))can/Lie∨G∨/Mtor

H,Σ
can be canonically

identified with the subsheaf LieG/Mtor
H,Σ

of (MH ↪→ Mtor
H,Σ)∗ LieGMH/MH

.

(4) The pairing ⟨ · , · ⟩canλ induces an isomorphism LieG/Mtor
H,Σ

∼→ LieG∨/Mtor
H,Σ

which coincides with dλ.

The construction of (HdR
1 (GMH/MH))can with properties in Assumption 5.2.9

can be found in the forthcoming article [22]. (In the Siegel case, it suffices to refer
to [17, Ch. VI, §§1–2].) We stated Assumption 5.2.9 to clarify that any construction
achieving these properties would serve the same purpose.

Admitting Assumption 5.2.9 from now, the principle bundle EP0 extends canon-
ically to a principal bundle Ecan

P0
over Mtor

H,Σ by setting

Ecan
P0

:= IsomO⊗
Z

OMtor
H,Σ

((HdR
1 (GMH/MH)can, ⟨ · , · ⟩canλ ,OMtor

H,Σ
(1),Lie∨G∨/Mtor

H,Σ
),

((L0 ⊕L∨
0 )(1)⊗

F ′
0

OMtor
H,Σ

, ⟨ · , · ⟩can.,OMtor
H,Σ

(1), L∨
0 (1)⊗

F ′
0

OMtor
H,Σ

)),
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and the principle bundle EM0
extends canonically to a principal bundle Ecan

M0
over

Mtor
H,Σ by setting

Ecan
M0

:= IsomO⊗
Z

OMtor
H,Σ

((Lie∨G∨/Mtor
H,Σ

,OMtor
H,Σ

(1)), (L∨
0 (1)⊗

F ′
0

OMtor
H,Σ

,OMtor
H,Σ

(1))).

Definition 5.2.10. Let E be any F ′
0-algebra. For any W ∈ RepE(P0), we define

Ecan
P0,E(W ) := (Ecan

P0
⊗
F ′

0

E)

P0 ⊗
F ′
0

E

× W,

called the canonical extension of EP0,E(W ), and define

Esub
P0,E(W ) := Ecan(W ) ⊗

OMtor
H,Σ

ID∞,H ,

called the subcanonical extension of EP0,E(W ), where ID∞,H is the OMtor
H,Σ

-ideal

defining the relative Cartier divisor D∞,H := Mtor
H −MH (with its reduced structure).

Lemma 5.2.11. Let E be any F ′
0-algebra. If we view an element in W ∈ RepE(M0)

as an element in RepE(P0) via the canonical morphism P0 → M0, then we have
canonical isomorphisms

Ecan
P0,E(W ) ∼= Ecan

M0,E(W ) := (Ecan
M0

⊗
F ′

0

E)

M0 ⊗
F ′
0

E

× W.

and

Esub
P0,E(W ) ∼= Esub

M0,E(W ) := Ecan
M0,E(W ) ⊗

OMtor
H,Σ

ID∞,H .

We call Ecan
M0,E

(W ) (resp. Esub
M0,E

(W )) the canonical extension (resp. subcanon-

ical extension) of EM0,E(W ) over MH ⊗
F ′

0

E associated with W .

By abuse of notation, we shall also denote by the subscript “C” the pullbacks
of various objects under the morphism ShtorH,Σ,alg

∼= Mtor
H,Σ,C,L⊗

Z
Q → Mtor

H,Σ,C =

Mtor
H,Σ ⊗

F ′
0

C. Moreover, we denote the analytifications of the various objects by re-

placing the subscripts “C” with “an”.

Theorem 5.2.12. Suppose G⊗
Z
Q, X, and Σ are chosen such that ShH and ShtorH,Σ

make sense in [18], in [19, §2], and in our theory. (In this case, Σ is smooth and
satisfies [23, Cond. 6.2.5.25 in the revision].) For any W ∈ RepC(P0), the bundle
EP0,an(W ) defines an automorphic bundle over ShH, and the bundles Ecan

P0,an
(W )

and Esub
P0,an

(W ) define respectively the canonical and subcanonical extensions of

EP0,an(W ) over ShtorH,Σ, in the senses of [18, §4] and [19, §2]. (The analogous state-
ment for W ∈ RepC(M0) follows consequently.)

Proof. Given a triple (V, g, ε(g)) inducing a rational boundary component of
X×G(A∞), let F(g) be associated with (V, g) as in §3.1, and let other related
objects be defined accordingly.

At the point of Γ
(g)
H \X0 represented by some h ∈ X0, the fiber of the analytifica-

tion of the pullback of (HdR
1 (GMH/MH), ⟨ · , · ⟩λ,OMH(1),Lie∨G∨

MH
/MH

) to ShtorH,Σ,alg
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can be canonically identified with

(5.2.13) (L(g) ⊗
Z
C, ⟨ · , · ⟩(g),C(1),Ph).

When we vary h holomorphically in X0, it is exactly the maximal totally isotropic
O⊗

Z
C-submodule Ph of L(g) ⊗

Z
C that varies accordingly. Therefore, our construc-

tion of EP0
(W ) in Definition 5.2.7 using EP0

implies that EP0,an(W ) coincides with
the construction in [18, §1] using the Borel compact dual of X0.

Suppose no longer that h lies in X0, but that h lies in U2,F(g)(C) X0
∼= XF(g)

2 .
Then Ph still represents a maximal totally isotropic O⊗

Z
C-submodule of L⊗

Z
C,

although it might not satisfy the positivity described in (3) of Lemma 2.1.2.
Since the action of U2,F(g)(C) does not modify the exact sequence (3.5.1), the

identification Ph
∼= Lie∨

G∨,♮
h,g/C

(1) is valid for all h ∈ U2,F(g)(C) X0, extending the

identification for h ∈ X0. This allows us to descend the family of tuples (5.2.13)

to XF(g)

1 , or rather to ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ). Over the interior of the closure of

ΓF(g),U2

H \X0 in (ΓF(g),U2

H \XF(g)

2 )

E
Φ
(g)
H

(C)

× E
Φ

(g)
H

(C)(σ), the pullback of the descended

family of tuples over XF(g)

1 agrees with the pullback of the analytification of

(HdR
1 (GMH/MH)can, ⟨ · , · ⟩canλ ,OMtor

H,Σ
(1),Lie∨G∨/Mtor

H,Σ
).

Therefore, our construction of Ecan
P0

(W ) in Definition 5.2.10 using Ecan
P0

implies
that Ecan

P0,an
(W ) coincides with the construction in [18, §4] using pullbacks of descents

of automorphic bundles to ΓF(g),h
H \(ΓF(g),U1

H \XF(g)

1 ).

Since the isomorphism ShtorH,Σ,alg
∼→ Mtor

H,Σ,C,L⊗
Z
Q in Theorem 4.1.1 preserves the

stratifications, the case of Esub
P0,an

(W ) follows from the case of Ecan
P0,an

(W ). □

Remark 5.2.14. According to [19, §2], the coherent cohomology of the canonical
(resp. subcanonical) extensions of automorphic bundles can be represented by dif-
ferential forms that are slowly increasing (resp. rapidly decreasing). Moreover,
according to [6, §3], nondegenerate limits of discrete series (not necessarily holo-
morphic ones) can be realized in such coherent cohomology spaces. Therefore, by
taking integral models of Mtor

H,Σ and Ecan
P0

(using [23] and [22]), Theorem 5.2.12 al-

lows us to define (at least abstractly) the notion of integral structures on these
spaces (at the good primes).

From now on, let us fix the choice of a triple (V, g, ε(g)) inducing a rational
boundary component of X×G(A∞), and let F(g) and (Z(g),Φ(g), δ(g)) be associated
with (V, g, ε(g)) as in §3.1.

Definition 5.2.15. The principal M0-bundle over C
Φ

(g)
H ,δ

(g)
H

is the M0-torsor

EΦ
(g)
H ,δ

(g)
H

M0
:= IsomO⊗

Z
OC

Φ
(g)
H ,δ

(g)
H

((Lie∨G∨,♮/C
Φ
(g)
H ,δ

(g)
H

,OC
Φ
(g)
H ,δ

(g)
H

(1)),

(L∨
0 (1)⊗

F ′
0

OC
Φ
(g)
H ,δ

(g)
H

,OC
Φ
(g)
H ,δ

(g)
H

(1))),

with conventions as in Definition 5.2.5.
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Then we define EΦ
(g)
H ,δ

(g)
H

M0,E
(W ) for any F ′

0-algebra E and any W ∈ RepE(M0) as

in Lemma 5.2.8, and we define EΦ
(g)
H ,δ

(g)
H

M0,C (W ) and EΦ
(g)
H ,δ

(g)
H

M0,an
(W ) for W ∈ RepC(M0)

with abuse of notation as above.

Lemma 5.2.16. For any W ∈ RepC(M0), there is a canonical isomorphism

(X
Φ

(g)
H ,δ

(g)
H ,σ,C → ShtorH,Σ,alg)

∗ Ecan
M0,C(W )

∼= (X
Φ

(g)
H ,δ

(g)
H ,σ,C → C

Φ
(g)
H ,δ

(g)
H ,C)

∗ EΦ
(g)
H ,δ

(g)
H

M0,C (W ).

Proof. This is because of the canonical isomorphism

(X
Φ

(g)
H ,δ

(g)
H ,σ,C → ShtorH,Σ,alg)

∗ Lie∨G∨/Mtor
H,Σ

∼= (X
Φ

(g)
H ,δ

(g)
H ,σ,C → C

Φ
(g)
H ,δ

(g)
H ,C)

∗ Lie∨G∨,♮/C
Φ
(g)
H ,δ

(g)
H

. □

The proof of Theorem 5.2.12 implies:

Corollary 5.2.17. With settings as in Theorem 5.2.12, suppose W ∈ RepC(M0).
Then the sections of Ecan

M0,an
(W ) invariant under the action of U2,F(g)(R) descends

to sections of EΦ
(g)
H ,δ

(g)
H

M0,an
(W ). This identification is consistent with the analytification

of the canonical isomorphism in Lemma 5.2.16.

5.3. Fourier–Jacobi expansions. We shall focus on the category RepC(M0) in
this section, and the global sections of the associated automorphic bundles.

First let us explain the analytic Fourier–Jacobi expansions.

Lemma 5.3.1. The group U∞ = CentG(R)(h0), defined in §2.3 as the stabilizer of
h0 under the conjugation action of G(R), can be identified canonically as a subgroup
of P0(C). The composition U∞ ↪→ P0(C) ↠ M0(C) is injective and identifies
M0(C) with the complexification of U∞. Consequently, two objects in RepC(M0)
are isomorphic if and only if their restrictions to U∞ are isomorphic.

Proof. If we consider the Hodge decomposition L⊗
Z
C ∼= Ph0 ⊕V0 (splitting (5.2.1))

defined by mapping V0 to be the subset of L⊗
Z
C on which h0(z) acts by 1⊗ z,

then the elements in G(C) stabilizing the Hodge decomposition gives a well-known
splitting of P0(C) ↠ M0(C). Now it suffices to notice that an element in G(C)
stabilizes the Hodge decomposition if and only if it lies in CentG(C)(h0). □

Lemma 5.3.2. Let W ∈ RepC(M0). Then EM0,an(W ) → ShH is canonically iso-
morphic to

G(Q)\(G(R)
U∞
× W )×G(A∞)/H → G(Q)\G(A)/U∞H

Therefore, for W ∈ RepC(M0), the sections of EM0,an(W ) → ShH can be represented
by functions f : G(A) → W satisfying f(γgu∞u) = u−1

∞ f(g) for γ ∈ G(Q), g ∈
G(A), u∞ ∈ U∞, and u ∈ H.

By Corollary 3.6.10, elements ℓ in S
Φ

(g)
1

⊗
Z
Q correspond bijectively to smooth

functions qℓ : U2,F(g)(A) → C× satisfying qℓ(γg) = qℓ(g) for any γ ∈ U2,F(g)(Q) and
g ∈ U2,F(g)(A). (Here smoothness on the factor U2,F(g)(A∞) of U2,F(g)(A) means
right invariance by some sufficiently small open compact subgroup.) If ℓ ∈ S

Φ
(g)
H

,
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then the corresponding function qℓ is right-invariant under U2,F(g)(A∞)∩H, and
vice versa. Such functions qℓ correspond canonically to the algebraic characters

of ΓF(g),U2

H \U2,F(g)(C)
can.
∼→ E

Φ
(g)
H

(C). If we denote by Ψ
Φ

(g)
H ,δ

(g)
H ,C(ℓ) the pullback of

the line bundle Ψ
Φ

(g)
H ,δ

(g)
H

(ℓ) over C
Φ

(g)
H ,δ

(g)
H

(as in [23, §6.2.4]) under C
Φ

(g)
H ,δ

(g)
H ,C →

C
Φ

(g)
H ,δ

(g)
H

, then we can describe sections of the line bundle Ψ
Φ

(g)
H ,δ

(g)
H ,C(ℓ) over

C
Φ

(g)
H ,δ

(g)
H ,C by multiplying qℓ by a function on XF(g)

1 . (See Lemma 3.5.11 and Corol-

lary 3.5.12.)
Suppose f is invariant under H. Then the integral

FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

(f) :=

∫
U

2,F(g)
(Q)\U

2,F(g)
(A)

f(ng) qℓ(n)
−1 dn

is nonzero only when ℓ ∈ S
Φ

(g)
H

. This allows us to write f as an infinite sum

f =
∑

ℓ∈S
Φ
(g)
H

FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

(f) qℓ.

Here each coefficient FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

(f) represents a section of EM0,an(W ) invari-

ant under the action of U2,F(g)(R) on X0. By Corollary 5.2.17, each function

FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

(f) represents a section of EΦ
(g)
H ,δ

(g)
H

M0,an
(W ) over XF(g)

1 . Therefore, each

function FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

(f) qℓ represents a section over XF(g)

2 of the vector bundle

Ψ
Φ

(g)
H ,δ

(g)
H ,C(ℓ) ⊗

OC
Φ
(g)
H ,δ

(g)
H ,C

EΦ
(g)
H ,δ

(g)
H

M0,an
(W ) over C

Φ
(g)
H ,δ

(g)
H ,C.

Definition 5.3.3. The ℓ-th analytic Fourier–Jacobi morphism

FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

: Γ(ShtorH,Σ, Ecan
M0,an(W ))

→ Γ(C
Φ

(g)
H ,δ

(g)
H ,C,ΨΦ

(g)
H ,δ

(g)
H

(ℓ) ⊗
OC

Φ
(g)
H ,δ

(g)
H ,C

EΦ
(g)
H ,δ

(g)
H

M0,an
(W ))

(along (Z(g),Φ(g), δ(g))) is defined by sending a section represented by some function

f : G(A) → W to the section represented by FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

(f) qℓ.

On the other hand, algebraic Fourier–Jacobi expansions are defined simply
using the geometric structure of the boundary. According to the construction
of X

Φ
(g)
H ,δ

(g)
H ,σ,C → C

Φ
(g)
H ,δ

(g)
H ,C as a formal completion, we have a natural

homomorphism (X
Φ

(g)
H ,δ

(g)
H ,σ,C → C

Φ
(g)
H ,δ

(g)
H ,C)∗ OX

Φ
(g)
H ,δ

(g)
H ,σ,C

→
∏

ℓ∈S
Φ
(g)
H

Ψ
Φ

(g)
H ,δ

(g)
H

(ℓ)

of OC
Φ
(g)
H ,δ

(g)
H ,C

-algebras. By Lemma 5.2.16, we have the composition of canonical
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morphisms

Γ(ShtorH,Σ,alg, Ecan
M0,C(W ))

→ Γ(X
Φ

(g)
H ,δ

(g)
H ,σ,C, (XΦ

(g)
H ,δ

(g)
H ,σ,C → ShtorH,Σ,alg)

∗ Ecan
M0,C(W ))

∼= Γ(X
Φ

(g)
H ,δ

(g)
H ,σ,C, (XΦ

(g)
H ,δ

(g)
H ,σ,C → C

Φ
(g)
H ,δ

(g)
H ,C)

∗ EΦ
(g)
H ,δ

(g)
H

M0,C (W ))

→
∏

ℓ∈S
Φ
(g)
H

Γ(C
Φ

(g)
H ,δ

(g)
H ,C,ΨΦ

(g)
H ,δ

(g)
H

(ℓ) ⊗
OC

Φ
(g)
H ,δ

(g)
H ,C

EΦ
(g)
H ,δ

(g)
H

M0,C (W )),

denoted by FJ
Φ

(g)
H ,δ

(g)
H

, which we call the morphism of algebraic Fourier–Jacobi

expansions.

Definition 5.3.4. The ℓ-th algebraic Fourier–Jacobi morphism

FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H

: Γ(ShtorH,Σ,alg, Ecan
M0,C(W ))

→ Γ(C
Φ

(g)
H ,δ

(g)
H ,C,ΨΦ

(g)
H ,δ

(g)
H

(ℓ) ⊗
OC

Φ
(g)
H ,δ

(g)
H ,C

EΦ
(g)
H ,δ

(g)
H

M0,C (W ))

(along (Z(g),Φ(g), δ(g))) is the ℓ-th factor of the morphism FJ
Φ

(g)
H ,δ

(g)
H

of algebraic

Fourier–Jacobi expansions.

Theorem 5.3.5. For any ℓ ∈ S
Φ

(g)
H

, the morphism FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H ,an

can be canonically

identified with the analytification of FJ
(ℓ)

Φ
(g)
H ,δ

(g)
H

.

Proof. This follows from the above constructions and the second statement of Corol-
lary 5.2.17. □

Remark 5.3.6. Suppose GrV−1 = {0}, or equivalently GrF
(g)

−1 = {0} or

GrZ
(g)

−1 = {0}. Then C
Φ

(g)
H ,δ

(g)
H ,C is zero-dimensional (and reduced), and sections of

Γ(C
Φ

(g)
H ,δ

(g)
H ,C,ΨΦ

(g)
H ,δ

(g)
H

(ℓ) ⊗
OC

Φ
(g)
H ,δ

(g)
H ,C

EΦ
(g)
H ,δ

(g)
H

M0,C (W )) are represented by W -valued

functions on a finite set. In such cases, the Fourier–Jacobi expansions are often
called q-expansions (because no “Jacobi theta functions” are involved), and
Theorem 5.3.5 says that the analytic and algebraic q-expansions agree under the
canonical identifications.
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